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ABSTRACT

This text presents a modern theory of analysis, control, and optimization for dynamic networks.
Mathematical techniques of Lyapunov drift and Lyapunov optimization are developed and shown
to enable constrained optimization of time averages in general stochastic systems. The focus is on
communication and queueing systems, including wireless networks with time-varying channels,
mobility, and randomly arriving traffic. A simple drift-plus-penalty framework is used to optimize
time averages such as throughput, throughput-utility, power, and distortion. Explicit performance-
delay tradeoffs are provided to illustrate the cost of approaching optimality. This theory is also
applicable to problems in operations research and economics, where energy-efficient and profit-
maximizing decisions must be made without knowing the future.
Topics in the text include the following:

* Queue stability theory

* Backpressure, max-weight, and virtual queue methods

* Primal-dual methods for non-convex stochastic utility maximization
* Universal scheduling theory for arbitrary sample paths

* Approximate and randomized scheduling theory

* Optimization of renewal systems and Markov decision systems

Detailed examples and numerous problem set questions are provided to reinforce the main
concepts.

KEYWORDS

dynamic scheduling, decision theory, wireless networks, Lyapunov optimization, con-
gestion control, fairness, network utility maximization, multi-hop, mobile networks,
routing, backpressure, max-weight, virtual queues
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Preface

This text is written to teach the theory of Lyapunov drift and Lyapunov optimization for stochastic
network optimization. It assumes only that the reader is familiar with basic probability concepts
(such as expectations and the law of large numbers). Familiarity with Markov chains and with stan-
dard (non-stochastic) optimization is useful but not required. A variety of examples and simulation
results are given to illustrate the main concepts. Diverse problem set questions (several with ex-
ample solutions) are also given. These questions and examples were developed over several years
for use in the stochastic network optimization course taught by the author. They include topics
of wireless opportunistic scheduling, multi-hop routing, network coding for maximum throughput,
distortion-aware data compression, energy-constrained and delay-constrained queueing, dynamic
decision making for maximum profit, and more.

The Lyapunov theory for optimizing network time averages was described collectively in our
previous text (22). The current text is significantly different from (22). It has been reorganized with
many more examples to help the reader. This is done while still keeping all of the details for a
complete and self-contained exposition of the material. This text also provides many recent topics
not covered in (22), including:

* A more detailed development of queue stability theory (Chapter 2).

* Variable-V algorithms that provide exact optimality of time averages subject to a weaker form
of stability called “mean rate stability” (Section 4.7).

* Place-holder bits for delay improvement (Sections 3.2.4 and 4.8).
* Universal scheduling for non-ergodic sample paths (Section 4.9).
* Worst case delay bounds (Sections 5.6 and 7.6.1).

* Non-convex stochastic optimization (Section 5.5).

* Approximate scheduling and full throughput scheduling in interference networks via the Jiang-
Wialrand theorem (Chapter 6).

* Optimization of renewal systems and Markov decision examples (Chapter 7).

* Treatment of problems with equality constraints and abstract set constraints (Section 5.4).




xii PREFACE

Finally, this text emphasizes the simplicity of the Lyapunov method, showing how all of the
results follow directly from four simple concepts: (i) telescoping sums, (ii) iterated expectations,
(iii) opportunistically minimizing an expectation, and (iv) Jensen’s inequality.

Michael J. Neely
September 2010




CHAPTER 1

Introduction

This text considers the analysis and control of stochastic networks, that is, networks with random
events, time variation, and uncertainty. Our focus is on communication and queueing systems.
Example applications include wireless mesh networks with opportunistic scheduling, cognitive radio
networks, ad-hoc mobile networks, internets with peer-to-peer communication, and sensor networks
with joint compression and transmission. The techniques are also applicable to stochastic systems
that arise in operations research, economics, transportation, and smart-grid energy distribution.
These problems can be formulated as problems that optimize the time averages of certain quantities
subject to time average constraints on other quantities, and they can be solved with a common
mathematical framework that is intimately connected to queueing theory.

1.1 EXAMPLE OPPORTUNISTIC SCHEDULING PROBLEM

ay (t) —»| Q1 (t) _°“~~—R1 (t)=b1 (8(1),p(1))

a(t)—» Qx(1) S, bah=ba(S).p1)

Figure 1.1: The 2-user wireless system for the example of Section 1.1.

Here we provide a simple wireless example to illustrate how the theory for optimizing time
averages can be used. Consider a 2-user wireless uplink that operates in slotted time t € {0, 1,2, .. .}.
Every slot new data randomly arrives to each user for transmission to a common receiver. Let
(a1 (1), ax(r)) be the vector of new arrivals on slot ¢, in units of bits. The data is stored in queues
Q1(t) and Q>(r) to await transmission (see Fig. 1.1). We assume the receiver coordinates network
decisions every slot.

Channel conditions are assumed to be constant for the duration of a slot, but they can change
from slot to slot. Let S(t) = (S1(¢), S2(¢)) denote the channel conditions between users and the
receiver on slot 7. The channel conditions represent any information that affects the channel onslot 7,
such as fading coefficients and/or noise ratios. We assume the network controller can observe S (t) at
the beginning of each slot 7 before making a transmission decision. This channel-aware scheduling
is called opportunistic scheduling. Every slot t, the network controller observes the current S(r)
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and chooses a power allocation vector p(t) = (p1(t), p2(t)) within some set P of possible power
allocations. This decision, together with the current S(7), determines the zransmission rate vector
(b1 (), ba(1)) for slot 1, where by (7) represents the transmission rate (in bits/slot) from user k € {1, 2}
to the receiver on slot ¢. Specifically, we have general transmission rate functions b (p(), S@)):

bi(t) = bi(p(r), S(1)) , ba(r) = ba(p(r), S(1))

The precise form of these functions depends on the modulation and coding strategies used for
transmission. The queueing dynamics are then:

Or(t + 1) = max[ Qi (t) — b (p(1), S(1)), 0] + ax (t) Vk € {1,2},Vr € {0,1,2,...}

Several types of optimization problems can be considered for this simple system.

1.1.1 EXAMPLE PROBLEM 1: MINIMIZING TIME AVERAGE POWER
SUBJECT TO STABILITY

Let p; be the time average power expenditure of user k under a particular power allocation algorithm

(fork € {1,2)):

— Ay 151

pr=lim; 0 7 35— Pr(T)
The problem of designing an algorithm to minimize time average power expenditure subject to
queue stability can be written mathematically as:

Minimize: P+ D2
Subject to: 1) Queues Qy(t) are stable Vk € {1, 2}
2) pt)eP Vte{0,1,2,...}

where queue stability is defined in the next chapter. It is shown in the next chapter that queue
stability ensures the time average output rate of the queue is equal to the time average input rate.
Our theory will allow the design of a simple algorithm that makes decisions p(t) € P every slot
t, without requiring a-priori knowledge of the probabilities associated with the arrival and channel
processes a(t) and S(¢). The algorithm meets all desired constraints in the above problem whenever
it is possible to do so. Further, the algorithm is parameterized by a constant V > 0 that can be
chosen as desired to yield time average power within O(1/V) from the minimum possible time
average power required for queue stability. Choosing a large value of V can thus push average power
arbitrarily close to optimal. However, this comes with a tradeoff in average queue backlog and delay
thatis O (V).

1.1.2 EXAMPLE PROBLEM 2: MAXIMIZING THROUGHPUT SUBJECT TO
TIME AVERAGE POWER CONSTRAINTS

Consider the same system, but now assume the arrival process a(t) = (a1 (), az(t)) can be controlled
by a flow control mechanism. We thus have two decision vectors: p(7) (the power allocation vector)
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and a(?) (the data admission vector). The admission vector a(r) is chosen within some set A every
slot 7. Let ai be the time average admission rate (in bits/slot) for user k, which is the same as
the time average throughput of user k if its queue is stable (as shown in the next chapter). We
have the following problem of maximizing a weighted sum of throughput subject to average power
constraints:

Maximize: wia] + wadan

Subject to: 1) P < pr.av Yk €{1,2}
2)  Queues Q(t) are stable Vk € {1, 2}
3) p@)e P Veef0,1,2,..}
4) alt)e AVvee{0,1,2,..}

where wy, wy are given positive weights that define the relative importance of user 1 traffic and user
2 traffic, and p1 4v, P2.av are given constants that represent desired average power constraints for
each user. Again, our theory leads to an algorithm that meets all desired constraints and comes within
O(1/V) of the maximum throughput possible under these constraints, with an O (V) tradeoff in
average backlog and delay.

1.1.3 EXAMPLE PROBLEM 3: MAXIMIZING THROUGHPUT-UTILITY
SUBJECT TO TIME AVERAGE POWER CONSTRAINTS

Consider the same system as Example Problem 2, but now assume the objective is to maximize
a concave function of throughput, rather than a linear function of throughput (the definition of
“concave” is given in footnote 1 in the next subsection). Specifically, let g1 (a) and g2 (a) be continuous,
concave, and non-decreasing functions of a over the range a > 0. Such functions are called uzility
Jfunctions. The value g1(ay) represents the uzility (or satisfaction) that user 1 gets by achieving a
throughput of a1. Maximizing g1 (a1) + g2(a2) can provide a more “fair” throughput vector (a1, az).
Indeed, maximizing a linear function often yields a vector with one component that is very high and
the other component very low (possibly 0). We then have the problem:

Maximize: gi1(ay) + g2(az)

Subject to: 1) Py < prav Yk € {1,2}
2) Queues Qy(t) are stable Vk € {1, 2}
3) pt)e P VvVie{0,1,2,...}
4 at)e AVvVre{0,1,2,...}

Typical utility functions are gj(a) = g2(a) = log(a), or g1(a) = g2(a) =log(l + a). These
functions are non-decreasing and strictly concave, so that gi(a1) has a diminishing returns prop-
erty with each incremental increase in throughput @;. This means that if @ < a», the sum utility
g1(@1) + g2(az) would be improved more by increasing @; than by increasing a5. This creates a
more evenly distributed throughput vector. The log(a) utility functions provide a type of fairness
called proportional fairness (see (1)(2)). Fairness properties of different types of utility functions are
considered in (3)(4)(5)(6).
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For any given continuous and concave utility functions, our theory enables the design of
an algorithm that meets all desired constraints and provides throughput-utility within O(1/V) of
optimality, with a tradeoff in average backlog and delay that is O (V).

We emphasize that these three problems are just examples. The general theory can treat
many more types of networks. Indeed, the examples and problem set questions provided in this text
include networks with probabilistic channel errors, network coding, data compression, multi-hop
communication, and mobility. The theory is also useful for problems within operations research and

€Cconomics.

1.2 GENERAL STOCHASTIC OPTIMIZATION PROBLEMS

The three example problems considered in the previous section all involved optimizing a time
average (or a function of time averages) subject to time average constraints. Here we state the
general problems of this type. Consider a stochastic network that operates in discrete time with
unit time slots 7 € {0, 1,2, ...}. The network is described by a collection of queue backlogs, written
in vector form Q(t) = (Q1(t), ..., Qk (1)), where K is a non-negative integer. The case K =0
corresponds to a system without queues. Every slot 7, a control action is taken, and this action affects
arrivals and departures of the queues and also creates a collection of real valued a#tribute vectors (t),

y(), e(t):

x() = (x1(1), ..., xp(7))
y(@) (o(®), y1(2), ..., yL(1))
et) = (e1(n),...,es(n)

for some non-negative integers M, L, J (used to distinguish between equality constraints and two
types of inequality constraints). The attributes can be positive or negative, and they represent penalties
or rewards associated with the network on slot ¢, such as power expenditures, distortions, or packet
drops/admissions. These attributes are given by general functions:

() = Xp(a(),w®)) Yme{l,..., M}
yi®) = y(a@),w()) Vle{0,1,...,L}
ei(t) = &), w) Vjell,... J}

where o (t) is a random event observed on slot # (such as new packet arrivals or channel conditions)
and «(7) is the control action taken on slot # (such as packet admissions or transmissions). The action
(1) is chosen within an abstract set A, () that possibly depends on w(f). Let X, y;, € represent
the time average of x,, (1), yi(t), ej(t) under a particular control algorithm. Our first objective is to
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design an algorithm that solves the following problem:

Minimize: Yo (1.1)

Subjectto: 1) y; <0 foralll e{l,..., L} (1.2)

2) e;=0 foralljefl,..., J} (1.3)

3) at) € Ay Vi (1.4)

4)  Stability of all Network Queues (1.5)

Our second objective, more general than the first, is to optimize convex functions of time
averages.l Specifically, let f(x), g1(), ..., gr(x) be convex functions from RM to R, and let X
be a closed and convex subset of RM. Let & = (X1, ..., X)) be the vector of time averages of the

X (1) attributes under a given control algorithm. We desire a solution to the following problem:

Minimize: Yo + f(T) (1.6)
Subjectto: 1) y,+gi(®) <0 foralll € {1,..., L} 1.7)
2) e;=0 foralljefl,..., J} (1.8)
3) zekX (1.9
4) a(t) € Ape) Yt (1.10)
5) Stability of all Network Queues (1.11)

These problems (1.1)-(1.5) and (1.6)-(1.11) can be viewed as stochastic programs, and are
analogues of the classic linear programs and convex programs of static optimization theory. A so/ution
is an algorithm for choosing control actions over time in reaction to the existing network state, such
that all of the constraints are satisfied and the quantity to be minimized is as small as possible. These
problems have wide applications, and they are of interest even when there is no underlying queueing
network to be stabilized (so that the “Stability” constraints in (1.5) and (1.11) are removed). However,
it turns out that queueing theory plays a central role in this type of stochastic optimization. Indeed,
even if there are no underlying queues in the original problem, we can introduce wvirfual queues as
a strong method for ensuring that the required time average constraints are satisfied. Inefficient
control actions incur larger backlog in certain queues. These backlogs act as “sufficient statistics” on
which to base the next control decision. This enables algorithms that do not require knowledge of
the probabilities associated with the random network events ().

1.3 LYAPUNOV DRIFT AND LYAPUNOV OPTIMIZATION

We solve the problems described above with a simple and elegant theory of Lyapunov drift and

Lyapunov optimization. While this theory is presented in detail in future chapters, we briefly describe

it here. The first step is to look at the constraints of the problem to be solved. For example, for the

1A set X € RM is convex if the line segment formed by any two points in X is also in X'. A function f () defined over a convex
set X' is a convex function if for any two points &1, 3 € X and any two probabilities pj, pp > 0 such that p; + pr =1, we
have f(p1a| + prx2) < p1f(21) + p2 f(x2). A function f (=) is concave if — f () is convex. A function f(x) is affine if it
is linear plus a constant, having the form: f(x) = cg + ZZI:I CmXm-




6 1. INTRODUCTION

problem (1.1)-(1.5), the constraints are (1.2)-(1.5). Then construct wirfual queues (in a way to be
specified) that help to meet the desired constraints. Next, define a function L(f) as the sum of
squares of backlog in all virtual and actual queues on slot 7. This is called a Lyapunov function, and
it is a scalar measure of network congestion. Intuitively, if L(z) is “small,” then all queues are small,
and if L(z) is “large,” then at least one queue is large. Define A(¢) = L(t + 1) — L(t), being the
difference in the Lyapunov function from one slot to the next.? If control decisions are made every
slot ¢ to greedily minimize A(t), then backlogs are consistently pushed towards a lower congestion
state, which intuitively maintains network stability (where “stability” is precisely defined in the next
chapter).

Minimizing A(t) every slot is called minimizing the Lyapunov drift. Chapter 3 shows this
method provides queue stability for a particular example network, and Chapter 4 shows it also
stabilizes general networks. However, at this point, the problem is only half solved: The virtual
queues and Lyapunov drift help only to ensure the desired time average constraints are met. The
objective function to be minimized has not yet been incorporated. For example, yo(¢) is the objective
function for the problem (1.1)-(1.5). The objective function is mapped to an appropriate function
penalty(t). Instead of taking actions to greedily minimize A(f), actions are taken every slot ¢ to
greedily minimize the following drift-plus-penalty expression:

A(t) + V x penalty(t)

where V is a non-negative control parameter that is chosen as desired. Choosing V' = 0 corresponds
to the original algorithm of minimizing the drift alone. Choosing V > 0 includes the weighted
penalty term in the control decision and allows a smooth tradeoff between backlog reduction and
penalty minimization. We show that the time average objective function deviates by at most O (1/V)
from optimality, with a time average queue backlog bound of O (V).

While Lyapunov techniques have a long history in the field of control theory, this form
of Lyapunov drift was perhaps first used to construct stable routing and scheduling policies for
queueing networks in the pioneering works (7)(8) by Tassiulas and Ephremides. These works used the
technique of minimizing A(t) every slot, resulting in backpressure routing and max-weight scheduling
algorithms that stabilize the network whenever possible. The algorithms are particularly interesting
because they only require knowledge of the current network state, and they do not require knowledge
of the probabilities associated with future random events. Minimizing A(f) has had wide success
for stabilizing many other types of networks, including packet switch networks (9)(10)(11), wireless
systems (7)(8)(12)(13)(14), and ad-hoc mobile networks (15). A related technique was used for
computing multi-commodity network flows in (16).

We introduced the V x penalty(t) term to the drift minimization in (17)(18)(19) to solve
problems of joint network stability and stochastic utility maximization, and we introduced the virtual
queue technique in (20)(21) to solve problems of maximizing throughput in a wireless network

2The notation used in later chapters is slightly different. Simplified notation is used here to give the main ideas.
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subject to individual average power constraints at each node. Our previous text (22) unified these
ideas for application to general problems of the type described in Section 1.2.

1.4 DIFFERENCES FROM OUR EARLIER TEXT

The theory of Lyapunov drift and Lyapunov optimization is described collectively in our previous
text (22). The current text is different from (22) in that we emphasize the general optimization
problems first, showing how the problem (1.6)-(1.11) can be solved directly by using the solution
to the simpler problem (1.1)-(1.5). We also provide a variety of examples and problem set questions
to help the reader. These have been developed over several years for use in the stochastic network
optimization course taught by the author. This text also provides many new topics not covered in

(22), including:
* A more detailed development of queue stability theory (Chapter 2).

* Variable-V algorithms that provide exact optimality of time averages subject to a weaker form
of stability called “mean rate stability” (Section 4.7).

* Place-holder bits for delay improvement (Sections 3.2.4 and 4.8).
* Universal scheduling for non-ergodic sample paths (Section 4.9).
* Worst case delay bounds (Sections 5.6 and 7.6.1).

* Non-convex stochastic optimization (Section 5.5).

* Approximate scheduling and full throughput scheduling in interference networks via the Jiang-
Wialrand theorem (Chapter 6).

* Optimization of renewal systems and Markov decision examples (Chapter 7).

* Treatment of problems with equality constraints (1.3) and abstract set constraints (1.9) (Section

5.4).

1.5 ALTERNATIVE APPROACHES

The relationship between network utility maximization, Lagrange multipliers, convex programming,
and duality theory is developed for static wireline networks in (2)(23)(24) and for wireless networks
in (25)(26)(27)(28)(29) where the goal is to converge to a static flow allocation and/or resource
allocation over the network. Scheduling in wireless networks with static channels is considered
from a duality perspective in (30)(31). Primal-dual techniques for maximizing utility in a stochastic
wireless downlink are developed in (32)(33) for systems without queues. The primal-dual technique
is extended in (34)(35) to treat networks with queues and to solve problems similar to (1.6)-(1.11)
in a fluid limit sense. Specifically, the work (34) shows the primal-dual technique leads to a fluid
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limit with an optimal utility, and it conjectures that the utility of the actual network is close to this
fluid limit when an exponential averaging parameter is scaled. It makes a statement concerning weak
limits of scaled systems. A related primal-dual algorithm is used in (36) and shown to converge to
utility-optimality as a parameter is scaled.

Our drift-plus-penalty approach can be viewed as a dual-based approach to the stochastic
problem (rather than a primal-dual approach), and it reduces to the well known dual subgradient
algorithm for linear and convex programs when applied to non-stochastic problems (see (37)(22)(17)
for discussions on this). One advantage of the drift-plus-penalty approach is the explicit convergence
analysis and performance bounds, resulting in the [O (1/ V), O (V)] performance-delay tradeoff. This
tradeoff is not shown in the alternative approaches described above. The dual approach is also robust
to non-ergodic variations and has “universal scheduling” properties, i.e., properties that hold for sys-
tems with arbitrary sample paths, as shown in Section 4.9 (see also (38)(39)(40)(41)(42)). However,
one advantage of the primal-dual approach is that it provides Jocal optimum guarantees for problems
of minimizing f () for non-convex functions f (-) (see Section 5.5 and (43)). Related dual-based ap-
proaches are used for “infinitely backlogged” systems in (31)(44)(45)(46) using static optimization,
fluid limits, and stochastic gradients, respectively. Related algorithms for channel-aware scheduling
in wireless downlinks with different analytical techniques are developed in (47)(48)(49).

We note that the [O(1/V), O(V)] performance-delay tradeoff achieved by the drift-plus-
penalty algorithm on general systems is not necessarily the optimal tradeoff for particular networks.
An optimal [0 (1/V), O(v/V)] energy-delay tradeoff is shown by Berry and Gallager in (50) for a
single link with known channel statistics, and optimal performance-delay tradeoffs for multi-queue
systems are developed in (51)(52)(53) and shown to be achievable even when channel statistics are
unknown. This latter work builds on the Lyapunov optimization method, but it uses a more aggres-
sive drift steering technique. A place-holder technique for achieving near-optimal delay tradeoffs is
developed in (37) and related implementations are in (54)(55).

1.6 ON GENERAL MARKOV DECISION PROBLEMS

The penalties X, (a(t), (1)), described in Section 1.2, depend only on the network control action
a(r) and the random event w(r) (where w(f) is generated by “nature” and is not influenced by
past control actions). In particular, the queue backlogs Q(¢) are not included in the penalties. A
more advanced penalty structure would be X, (¢ (f), @(t), z(t)), where z(t) is a controlled Markov
chain (possibly related to the queue backlog) with transition probabilities that depend on control
actions. Extensions of Lyapunov optimization for this case are developed in Chapter 7 using a
drift-plus-penalty metric defined over renewal frames (56)(57)(58).

A related 2-timescale approach to learning optimal decisions in Markov decision problems is
developed in (59), and learning approaches to power-aware scheduling in single queues are developed
in (60)(61)(62)(63). Background on dynamic programming and Markov decision problems can be
found in (64)(65)(66), and approximate dynamic programming, neuro-dynamic programming, and
Q-learning theory can be found in (67)(68)(69). All of these approaches may suffer from large
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convergence times, high complexity, or inaccurate approximation when applied to large networks.
This is due to the curse of dimensionality for Markov decision problems. This problem does not arise
when using the Lyapunov optimization technique and when penalties have the structure given in
Section 1.2.

1.7 ONNETWORKDELAY

This text develops general [O(1/V), O(V)] tradeoffs, giving explicit bounds on average queue
backlog and delay that grow linearly with V. We also provide examples of exact delay analysis for
randomized algorithms (Exercises 2.6-2.10), delay-limited transmission (Exercises 5.13-5.14 and
Section 7.6.1), worst case delay (Section 5.6), and average delay constraints (Section 7.6.2). Further
work on delay-limited transmission is found in (70)(71), and Lyapunov drift algorithms that use
delays as weights, rather than queue backlogs, are considered in (72)(73)(74)(75)(76). There are
many additional interesting topics on network delay that we do not cover in this text. We briefly
discuss some of those topics in the following sub-sections, with references given for further reading.

1.7.1 DELAY AND DYNAMIC PROGRAMMING

Dynamic programming and Markov decision frameworks are considered for one-queue energy and
delay optimality problems in (77)(78)(79)(80)(81). One-queue problems with strict deadlines and
a-priori knowledge of future events are treated in (82)(83)(84)(85)(86), and filter theory is used to
establish delay bounds in (87). Control rules for two interacting service stations are given in (88).
Optimal scheduling in a finite buffer 2 x 2 packet switch is treated in (89).

Minimum energy problems with delay deadlines are considered for multi-queue wireless sys-
tems in (90). In the case when channels are static, the work (90) maps the problem to a shortest
path problem. In the case when channels are varying but rate-power functions are linear, (90) shows
the optimal multi-dimensional dynamic program has a very simple threshold structure. Heuristic
approximations are given for more general rate-power curves. Related work in (91) considers delay
optimal scheduling in multi-queue systems and derives structural results of the dynamic programs,
resulting in efficient approximation algorithms. These approximations are shown to have optimal
decay exponents for sum queue backlog in (92), which relies on techniques developed in (93) for op-
timal max-queue exponents. A mixed Lyapunov optimization and dynamic programming approach
is given in (56) for networks with a small number of delay-constrained queues and an arbitrar-
ily large number of other queues that only require stability. Approximate dynamic programs and
g-learning type algorithms, which attempt to learn optimal decision strategies, are considered in

(61)(60)(56)(57)(62)(63).

1.7.2 OPTIMAL 0(+/V) AND 0 (log(V)) DELAY TRADEOFFS

The [O(1/V), O(V)] performance-delay tradeoffs we derive for general networks in this text are
not necessarily the optimal tradeoffs for particular networks. The work (50) considers the optimal
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energy-delay tradeoff for a one-queue wireless system with a fading channel. It shows that no
algorithm can do better than an [O(1/V), O (+/V)] tradeoft, and it proposes a buffer-partitioning
algorithm that can be shown to come within a logarithmic factor of this tradeoff. This optimal
[0(1/V), O(/V)] tradeoff is extended to multi-queue systems in (51), and an algorithm with
an exponential Lyapunov function and aggressive drift steering is shown to meet this tradeoff to
within a logarithmic factor. The work (51) also shows an improved [O(1/V), O (log(V))] tradeoff
is achievable in certain exceptional cases with piecewise linear structure.

Optimal [O(1/V), O(log(V))] energy-delay tradeoffs are shown in (53) in cases when packet
dropping is allowed, and optimal [O(1/V), O (log(V))] utility-delay tradeofts are shown for flow
control problems in (52). Near-optimal [O(1/V), O(logZ(V))] tradeoffs are shown for the basic
quadratic Lyapunov drift-plus-penalty method in (37)(55) using place-holders and Last-In-First-Out
(LIFO) scheduling, described in more detail in Section 4.8, and related implementations are in (54).

1.7.3 DELAY-OPTIMAL ALGORITHMS FOR SYMMETRIC NETWORKS

The works (8)(94)(95)(96)(97) treat multi-queue wireless systems with “symmetry,” where arrival
rates and channel probabilities are the same for all queues. They use stochastic coupling theory to
prove delay optimality for particular algorithms. The work (8) proves delay optimality of the Jongest
connected queue first algorithm for ON/OFF channels with a single server, the work (94)(97) considers
multi-server systems, and the work (95)(96) considers wireless problems under the information
theoretic multi-access capacity region. Related work in (98) proves delay optimality of the join the
shortest queue strategy for routing packets to two queues with identical exponential service.

1.7.4 ORDER-OPTIMAL DELAY SCHEDULING AND QUEUE GROUPING

The work (99) shows that delay is at least linear in N for N x N packet switches that use
queue-unaware scheduling, and it develops a simple queue-aware scheduling algorithm that gives
O (log(N)) delay whenever rates are within the capacity region. Related work in (100) considers
scheduling in N -user wireless systems with ON/OFF channels and shows that delay is at least linear
in N if queue-unaware algorithms are used, but it can be made O (1) with a simple queue-aware
queue grouping algorithm. This O (1) delay, independent of the number of users, is called order opti-
mal because it differs from optimal only in a constant coefficient that does not depend on N. Order
optimality of the simple /ongest connected queue first rule (simpler than the algorithm of (100)) is
proven in (101) via a queue grouping analysis.

Order-optimal delay for 1-hop switch scheduling under maximal scheduling (which provides
stability only when rates are within a constant factor of the capacity boundary) are developed in
(102)(103), again using queue grouping theory. In particular, it is shown that N x N packet switches
can provide O (1) delay (order-optimal) if they are at most half-loaded. The best known delay bound
beyond the half-loaded region is the O (log(N)) delay result of (99), and it is not known if it is possible
to achieve O(1) delay in this region. Time-correlated “bursty” traffic is considered in (103). The
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queue grouping results in (101)(103) are inspired by queue-grouped Lyapunov functions developed
in (104)(105) for stability analysis.

1.7.5 HEAVYTRAFFIC AND DECAY EXPONENTS

Aline of work addresses asymptotic delay optimality in a “heavy traffic” regime where input rates are
pushed very close to the capacity region boundary. Delay is often easier to understand in this heavy
traffic regime due to a phenomenon of state space collapse (106). Of course, delay grows to infinity
if input rates are pushed toward the capacity boundary, but the goal is to design an algorithm that
minimizes an asymptotic growth coefficient. Heavy traffic analysis is considered in (107) for wireless
scheduling and (108)(109) for packet switches.

The work (108)(109) suggests that delay in packet switches can be improved by changing the
well-known max-weight rule, which seeks to maximize a weighted sum of queue backlog and service
rates every slot 7 (3 ; Qi (t)u; (1)), to an er-max weight rule that seeks to maximize ) ; Q; (1)*u; (1),
where 0 < o < 1. Simulations on N x N packet switches in (110) show that delay is improved
when « is positive but small. A discussion of this in the context of heavy traffic theory is given in
(111), along with some counterexamples. It is interesting to note that «-max weight policies with
small but positive « make matching decisions that are similar to the max-size matches used in the
frame-based algorithm of (99), which achieves O (log(N)) delay. This may be a reason why the delay
of a-max weight policies is also small. Large deviation theory is often used to analyze queue backlog
and delay, and this is considered for a-max weight policies in (112), for delay-based scheduling in
(73), and for processor sharing queues in (113)(114). Algorithms that optimize the exponent of
queue backlog are considered in (93) for optimizing the max-queue exponent and in (92) for the
sum-queue exponent. These consider analysis of queue backlog when the queue is very large. An
analysis of backlog distributions that are valid also in the small buffer regime is given in (115) for
the case when the number of network channels is scaled to infinity.

1.7.6 CAPACITY AND DELAY TRADEOFFS FOR MOBILE NETWORKS

Work by Gupta and Kumar in (116) shows that per-node capacity of ad-hoc wireless networks with
N nodes and with random source-destination pairings is roughly ® (1/+/N) (neglecting logarithmic
factors in N for simplicity). Grossglauser and Tse show in (117) that mobility increases per-node
capacity to @ (1), which does not vanish with N. However, the algorithm in (117) uses a 2-hop relay
algorithm that creates a large delay. The exact capacity and average end-to-end delay are computed in
(118)(17) for a cell-partitioned network with a simplified i.i.d. mobility model. The work (118)(17)
also shows for this simple model that the average delay W of any scheduling and routing protocol,
possibly one that uses redundant packet transfers, must satisfy:

W N-—d
o (1 —1log(2))

>
%)
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where A is the per-user throughput, C is the number of cells,d = N/C is the node/cell density, and
log(+) denotes the natural logarithm. Thus, if the node/cell density d = ® (1), then W/r > Q(N).
The 2-hop relay algorithm meets this bound with A = (1) and W = @(N), and a relay algorithm
that redundantly transmits packets over multiple paths meets this bound with A = ®(1/4/N) and
W = ©(+/N). Similar i.i.d. mobility models are considered in (119)(120)(121). The work (119)
shows that improved tradeoffs are possible if the transmission radius of each node can be scaled to
include a large amount of users in each transmission (so that the d = ©(1) assumption is relaxed).
The work (120)(121) quantifies the optimal tradeoff achievable under this type of radius scaling,
and it also shows improved tradeoffs are possible if the model is changed to allow time slot scaling
and network bit-pipelining. Related delay tradeofts via transmission radius scaling for non-mobile
networks are in (122). Analysis of non-i.i.d. mobility models is more complex and considered in

(123)(124)(122)(125). Recent network coding approaches are in (126)(127)(128).

1.8 PRELIMINARIES

We assume the reader is comfortable with basic concepts of probability and random processes (such
as expectations, the law of large numbers, etc.) and with basic mathematical analysis. Familiarity
with queueing theory, Markov chains, and convex functions is useful but not required as we present
or derive results in these areas as needed in the text. For additional references on queueing theory
and Markov chains, including discussions of Little’s Theorem and the renewal-reward theorem,
see (129)(66)(130)(131)(132). For additional references on convex analysis, including discussions of
convex hulls, Caratheodory’s theorem, and Jensen’s inequality, see (133)(134)(135).

All of the major results of this text are derived directly from one or more of the following four
key concepts:

* Law of Telescoping Sums: For any function f (¢) defined over integer times ¢ € {0, 1,2, ...}, we
have for any integer time ¢ > 0:

t—1

DIf@+ 1) = f(O] = ft) — £(0)

=0

The proof follows by a simple cancellation of terms. This is the main idea behind Lyapunov
drift arguments: Controlling the change in a function at every step allows one to control the
ending value of the function.

* Law of Iterated Expectations: For any random variables X and Y, we have:®

E{X} = E{E{X|Y}}

3Strictly speaking, the law of iterated expectations holds whenever the result of Fubinik Theorem holds (which allows one to
switch the integration order of a double integral). This holds whenever any one of the following hold: (i) E {|X|} < oo, (ii)
E {max[X, 0]} < oo, (iii) E {min[X, 0]} > —o0.
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where the outer expectation is with respect to the distribution of Y, and the inner expectation
is with respect to the conditional distribution of X given Y.

* Opportunistically Minimizing an Expectation: Consider a game we play against nature, where
nature generates a random variable @ with some (possibly unknown) probability distribution.
We look at nature’s choice of w and then choose a control action « within some action set A,
that possibly depends on w. Let c(«, @) represent a general cost function. Our goal is to design
a (possibly randomized) policy for choosing o € A,, to minimize the expectation E {c(«, w)},
where the expectation is taken with respect to the distribution of w and the distribution of
our action « that possibly depends on w. Assume for simplicity that for any given outcome w,

ﬁm

not surprisingly, the policy that minimizes E {c(«, w)} is the one that observes w and selects

there is at least one action o' that minimizes the function c(«, w) over all @ € A,,. Then,

a minimizing action or;)'".

This is easy to prove: If & represents any random control action chosen in the set A, in
min
w
min
w

E {c(ot;“), ) }, showing that the expectation under the policy o

response to the observed w, we have: c(a}'", w) < c(a}, w). This is an inequality relationship

, o). Taking expectations yields E {c(azi”, a))} <
a"}i” is less than or equal to the

expectation under any other policy. This is useful for designing drift minimizing algorithms.

concerning the random variables o, «

» Jensen’s Inequality (not needed until Chapter 5): Let X be a convex subset of R (possibly being
the full space RM itself), and let f(x) be a convex function over X. Let X be any random
vector that takes values in X', and assume that E { X} is well defined and finite (where the
expectation is taken entrywise). Then:

E{X}e X and fE{X} <E{f(X)} (1.12)

This text also uses, in addition to regular limits of functions, the lim sup and lim inf. Using
(or not using) these limits does not impact any of the main ideas in this text, and readers who are
not familiar with these limits can replace all instances of “lim sup” and “lim inf” with regular limits
“lim,” without loss of rigor, under the additional assumption that the regular limit exists. For readers
interested in more details on this, note that a function f(f) may or may not have a well defined
limit as # — 0o (consider, for example, a cosine function). We define lim sup,_, o, f () as the largest
possible limiting value of f(#) over any subsequence of times f that increase to infinity, and for
which the limit of f(#) exists. Likewise, lim inf,_, o f(¢) is the smallest possible limiting value. It
can be shown that these limits always exist (possibly being 0o or —00). For example, the lim sup and
lim inf of the cosine function are 1 and —1, respectively. The main properties of lim sup and lim inf
that we use in this text are:

« If f(r), g(t) are functions that satisfy f(r) < g(t) for all ¢, then limsup, ., f(f) <
lim sup,_, o, g(¢). Likewise, liminf; , o f(#) < liminf, , g(?).
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* Forany function f(¢), we have liminf,_, o f(¢) <limsup,_, ., f(¢), with equality if and only
if the regular limit exists. Further, whenever the regular limit exists, we have lim inf;_, o f(7) =

limsup,_, o, f(¢) = lim;_ f(2).

* For any function f(t), we have limsup,_ ., f(t) = —liminf;,o[—f(t)] and
liminf;,  f(t) = —limsup[— f(¢)].

* If f(r) and g(¢) are functions such that lim;_, o g(¢) = g*, where g* is a finite constant, then
lim sup,_, . ,[g() + f(1)] = g* + limsup,_, o, f ().
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CHAPTER 2

Introduction to Queues

Let Q(¢) represent the contents of a single-server discrete time queueing system defined over integer
time slots 7 € {0, 1, 2, ...}. Specifically, the initial state Q(0) is assumed to be a non-negative real
valued random variable. Future states are driven by stochastic arrival and server processes a(t) and
b(t) according to the following dynamic equation:

Q(t+ 1) =max[Q(t) — b(t),0] +a(t) forre{0,1,2,...} (2.1)

We call Q(t) the backlog on slot t, as it can represent an amount of work that needs to be done. The
stochastic processes {a(t)};2 and {b(¢)}72, are sequences of real valued random variables defined
overslotst € {0, 1,2, ...}.

The value of a(r) represents the amount of new work that arrives on slot 7, and it is assumed
to be non-negative. The value of b() represents the amount of work the server of the queue can
process on slot ¢. For most physical queueing systems, b(¢) is assumed to be non-negative, although
it is sometimes convenient to allow b(t) to take negative values. This is useful for the wvirfual queues
defined in future sections where b() can be interpreted as a (possibly negative) attribute.! Because
we assume Q(0) > 0 and a(r) > O for all slots ¢, it is clear from (2.1) that Q(¢) > 0 for all slots .

The units of Q(z), a(t), and b(r) depend on the context of the system. For example, in a
communication system with fixed size data units, these quantities might be integers with units of
packets. Alternatively, they might be real numbers with units of iz, kilobits, or some other unit of
unfinished work relevant to the system.

We can equivalently re-write the dynamics (2.1) without the non-linear max[-, 0] operator as
follows:

Q(t+1)= Q@) —b(t)+at) fort €{0,1,2,...} (2.2)

where b(t) is the actual work processed on slot 7 (which may be less than the offered amount b(r)
if there is little or no backlog in the system on slot 7). Specifically, b(t) is mathematically defined:

b(t)2 min[b(t), Q1))

1 Assuming that the b(r) value in (2.1) is possibly negative also allows treatment of modified queucing models that place new
arrivals inside the max[-, 0] operator. For example, a queue with dynamics Ot +1) =max[O(t) — B(t) + a(t), 0] is the same
as (2.1) with a(t) = 0 and b(r) = B(t) — a(r) for all 7. Leaving a(r) outside the max[-, 0] is crucial for treatment of multi-hop
networks, where a(r) can be a sum of exogenous and endogenous arrivals.




16 2. INTRODUCTION TO QUEUES

Note by definition that b(t) < b(t) forall. The dynamic equation (2.2) yields a simple but important
property for all sample paths, described in the following lemma.

Lemma 2.1 (Sample Path Property) For any discrete time queueing system described by (2.1), and for
any two slots t and ty such that 0 < t| < tr, we have:

rHh—1 Hh—1

Q) — Q1) =Y _a(r) = Y _b(r) (2.3)
=1 =1

Therefore, for any t > 0, we have:

01)  0(0) 1S ([t

et = ;)a(t) - tgob(t) (2.4)

o)  Q(0) 1S 1S

-z ;)a(f) - ;()b(r) 2.5)

Proof. By (2.2), we have for any slot 7 > 0:
Q(r + 1) — Q(r) = a(r) — b(r)

Summing the above over T € {t1, ..., 2 — 1} and using the law of telescoping sums yields:

Hh—1 nh—1

Q) — Q) =Y a(x)— Y _ b(x)

T=I] =N

This proves (2.3). Inequality (2.4) follows by substituting #; = 0,#, = ¢, and dividing by 7. Inequality
(2.5) follows because b(t) < b(t) forall 7. O

An important application of Lemma 2.1 to power-aware systems is treated in Exercise 2.11.
The equality (2.4) is illuminating. It shows that lim;_, o, Q(r)/t = 0 if and only if the time average
of the process a(t) — b(t) is zero (where the time average of a(t) — b(t) is the limit of the right-
hand-side of (2.4)). This happens when the time average rate of arrivals a(r) is equal to the time
average rate of actual departures b(z). This motivates the definitions of raze stability and mean rate
stability, defined in the next section.
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2.1 RATESTABILITY

Let Q(t) be a real valued stochastic process that evolves in discrete time over slots # € {0, 1,2, ...}
according to some probability law.

Definition2.2 A discrete time process Q(t) is rate stable if:

lim @ = 0 with probability 1

—00 1

Definition2.3 A discrete time process Q(t) is mean rate stable if:

o ENQ0N) _
m —— =

t—00 t

0

We use an absolute value of Q(7) in the mean rate stability definition, even though our queue
in (2.1) is non-negative, because later it will be useful to define mean rate stability for virtual queues
that can be possibly negative.

Theorem 2.4 (Rate Stability Theorem) Suppose Q(t) evolves according to (2.1), with a(t) > 0 for all
t, and with b(t) real valued (and possibly negative) for all t. Suppose that the time averages of the processes
a(t) and b(t) converge with probability 1 to finite constants a® and b, so that:

t—1

tlim - a(t) =a"’  with probability 1 (2.6)
—00 =0
1 t—1
1 _ pav . .
tl_l)ngo " Eob(r) b with probability 1 2.7)
7=

Then:
(a) Q(t) is rate stable if and only if a®’ < b*.

(6) If a® > b, then:
L0
im ——= =

—00 t

a®’ — p* with probability 1

(c) Suppose there are finite constants € > 0 and C > 0 such that E {[a ) +b~ (t)]H'E} < C for
all t, where b= (1)2 — min[b(z), 0. Then Q(t) is mean rate stable if and only if a®? < b°.
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Proof. Here we prove only the necessary condition of part (a). Suppose that Q(z) is rate stable, so
that Q(¢)/t — 0 with probability 1. Because (2.5) holds for all slots # > 0, we can take limits in
(2.5)ast — oo and use (2.6)-(2.7) to conclude that 0 > a®¥ — b*". Thus, a®’ < b*" is necessary for
rate stability. The proof for sufficiency in part (a) and the proof of part (b) are developed in Exercises
2.3 and 2.4. The proof of part (c) is more complex and is omitted (see (136)). a

The following theorem presents a more general necessary condition for rate stability that does
not require the arrival and server processes to have well defined limits.

Theorem 2.5  (Necessary Condition for Rate Stability) Suppose Q(t) evolves according to (2.1), with
any general processes a(t) and b(t) such that a(t) > 0 for all t. Then:
(a) If Q(t) is rate stable, then:

=
lim sup A Z[a(r) —b(1)] <0 with probability 1 (2.8)
=0

—>00

(6) If Q(t) is mean rate stable and if E{Q(0)} < oo, then:

t—1
lim sup % > Efa(r) —b(1)} <0 (2.9)

t—00
=0

Proof. The proof of (a) follows immediately by taking a lim sup of both sides of (2.5) and noting
that Q(r)/t — 0 because Q(r) is rate stable. The proof of (b) follows by first taking an expectation
of (2.5) and then taking limits. O

2.2 STRONGER FORMS OF STABILITY

Rate stability and mean rate stability only describe the long term average rate of arrivals and depar-
tures from the queue, and do not say anything about the fraction of time the queue backlog exceeds
a certain value, or about the time average expected backlog. The stronger stability definitions given
below are thus useful.

Definition 2.6 A discrete time process Q(t) is steady state stable if:
lim g(M)=0
M—o00
where for each M > 0, g(M) is defined:

t—1

g(M)2 lim sup ; rz:(:) Pr(|Q(1)| > M] (2.10)

—00
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Definition 2.7 A discrete time process Q(t) is strongly stable if:

t—1
limsup;Z]E{lQ(t)l} <0 (2.11)
=0

t—00

Under mild boundedness assumptions, strong stability implies all of the other forms of stability,
as specified in Theorem 2.8 below.

Theorem 2.8  (Strong Stability Theorem) Suppose Q(t) evolves according to (2.1) for some general
stochastic processes {a(t)}72, and {b()}72,), where a(t) > 0 for all t, and b(t) is real valued for all t.
Suppose Q(t) is strongly stable. Then:

(a) Q(t) is steady state stable.

() If there is a finite constant C such that either a(t) + b~ (t) < C with probability 1 for all t
(where b~ ()2 — min[b(1), 01), or b(t) — a(t) < C with probability 1 for allt, then Q(t) is rate stable,
so that Q(t)/t — O with probability 1.

(c) If there is a finite constant C such that either E {a(t) + b_(t)} <C for all t, or
E{b(t) —a()} < C forallt, then Q(t) is mean rate stable.

Proof. Part (a) is given in Exercise 2.5. Parts (b) and (c) are omitted (see (136)). O

Readers familiar with discrete time Markov chains (DTMCs) may be interested in the fol-
lowing connection: For processes Q(f) defined over an ergodic DTMC with a finite or countably
infinite state space and with the property that, for each real value M, the event {|Q(7)| < M} corre-
sponds to only a finite number of states, steady state stability implies the existence of a steady state
distribution, and strong stability implies finite average backlog and (by Little’s theorem (129)) finite
average delay.

2.3 RANDOMIZED SCHEDULING FOR RATE STABILITY
The Rate Stability Theorem (Theorem 2.4) suggests the following simple method for stabilizing a

multi-queue network: Make scheduling decisions so that the time average service and arrival rates
are well defined and satisfy a'’ < b{"" for each queue i. This method typically requires perfect
knowledge of the arrival and channel probabilities so that the desired time averages can be achieved.
Some representative examples are provided below. A better method that does not require a-priori
statistical knowledge is developed in Chapters 3 and 4.
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aq(t)—»{ Qq() [

ay(t)—» Qo(t) o< o &

ag(t)—s{ Q (1) "

Figure 2.1: A 3-queue, 2-server system. Every slot the network controller decides which 2 queues receive
servers. A single queue cannot receive 2 servers on the same slot.

2.3.1 A3-QUEUE, 2-SERVER EXAMPLE

Example Problem: Consider the 3-queue, 2-server system of Fig. 2.1. All packets have fixed length,
and a queue that is allocated a server on a given slot can serve exactly one packet on that slot. Every
slot we choose which 2 queues to serve. The service is given for i € {1, 2, 3} by:

1 if aserver is connected to queue i on slot ¢
bi(t) = { ) one
otherwise
Assume the arrival processes have well defined time average rates (a{", a5, a§"), in units of pack-
ets/slot. Design a server allocation algorithm to make all queues rate stable when arrival rates are
given as follows:

a) (af’,a5’,a5’) = (0.5,0.5,0.9)

b) (af’,a5’, a§’) = (2/3,2/3,2/3)

c) (af’,a5’,a5’) = (0.7,0.9,0.4)

d) (a”, a5’, a5") = (0.65,0.5,0.75)

e) Use (2.5) to prove that the constraints 0 < af¥ < 1 for alli € {1, 2,3}, and a{" + af" +
ag‘” < 2, are necessary for the existence of a rate stabilizing algorithm.

Solution:

a) Choose the service vector (b1 (t), b2(t), b3(t)) to be independent and identically distributed
(ii.d.) every slot, choosing (0, 1, 1) with probability 1/2 and (1, 0, 1) with probability 1/2. Then
{b1(1)}2, is 1.1.d. over slots with b{" = 0.5 by the law of large numbers. Likewise, 5" = 0.5 and
bg¥ = 1.Then clearly af"" < b{"" foralli € {1, 2, 3}, and so the Rate Stability Theorem ensures all
queues are rate stable. While this is a randomized scheduling algorithm, one could also design a
deterministic algorithm, such as one that alternates between (0, 1, 1) (on odd slots) and (1,0, 1)
(on even slots).

b) Choose (b1(t), ba(t), b3(1)) i.i.d. over slots, equally likely over the three options (1, 1, 0),
(1,0,1), and (0, 1, 1). Then b{* =2/3 = a{"* for all i € {1, 2,3}, and so by the Rate Stability
Theorem all queues are rate stable.
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¢) Every slot, independently choose the service vector (0, 1, 1) with probability py, (1,0, 1)
with probability ps, and (1, 1, 0) with probability ps3, so that py, pa, p3 satisty:

p1(0, 1, 1) + p2(1,0,1) + p3(1,1,0) = (0.7,0.9,0.4) (2.12)
pi+p2+ps = 1 (2.13)
pi > 0 Vie{l, 2,3} (2.14)

where the inequality (2.12) is taken entrywise. This is an example of a /inear program. Linear programs
are typically difficult to solve by hand, but this one can be solved easily by guessing that the constraint
in (2.12) can be solved with equality. One can verify the following (unique) solution: p; = 0.3,
p2 =0.1, p3 = 0.6. Thus, b{* = pr + p3 = 0.7,b5" = p1 + p3 = 0.9,05" = p1 + p» = 0.4,and
so all queues are rate stable by the Rate Stability Theorem. It is an interesting exercise to design an
alternative deterministic algorithm that uses a periodic schedule to produce the same time averages.

d) Use the same linear program (2.12)-(2.14), but replace the constraint (2.12) with the
following:

p1(0, 1, 1) + pa(1,0, 1) + p3(1, 1,0) = (0.65, 0.5, 0.75)

This can be solved by hand by trial-and-error. One simplifying trick is to replace the above inequality

constraint with the following equality constraint:
p1(0,1, 1) + pa(1,0,1) + p3(1,1,0) = (0.7,0.5,0.8)

Then we can use p; = 0.3, pp = 0.5, p3 =0.2.
e) Consider any algorithm that makes all queues rate stable, and let b;(¢) be the queue-i
decision made by the algorithm on slot . For each queue i, we have for all # > 0:

A%

0i(t)  Qi(0) 1 1
— ;Z_;)a,-(r)—;;)b,-(r)

t t
1 t—1
—Za,-(r) -1
! =0

%

where the first inequality follows by (2.5) and the final inequality holds because b; () < 1 for all .
The above holds for all 7 > 0. Taking a limit as # — 0o and using the fact that queue i is rate stable
yields, with probability 1:

0>al —1
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and so we find that, for each i € {1, 2, 3}, the condition a{" < 1 is necessary for the existence of an
algorithm that makes all queues rate stable. Similarly, we have:

Q1(0) + Qo(r) + Q3(r)  Q1(0) + 92(0) + Q3(0)

t t
t—1 t—1

> - Z[al(t) +ax(t) + a3(1)] - - Z[bl(r) +ba(7) + b3(1)]
? ' =

> - Z[al(r) +ax(t) + a3(v)] —

where the final inequality holds because b1(t) + ba(7) + b3(r) < 2 for all 7. Taking limits shows
that 0 > af’’ + a5’ + a5’ — 2 is also a necessary condition.

Discussion: Deﬁne A as the set of all rate vectors (af", a5", a5") that satisfy the constraints in
part (e) of the above example problem. We know from part (e) that (a{”, a§”, a§’) € A is a necessary
condition for existence of an algorithm that makes all queues rate stable. Further, it can be shown
that for any vector (af{’, a3’, a§’) € A, there exist probabilities py, p2, p3 that solve the following
linear program:

p1(0, 1, 1) 4+ p2(1,0, 1) + p3(1,1,0) = (af’, a5",a5")
pit+p2+ps = 1
pi > 0 Viel{l, 273}

Showing this is not trivial and is left as an advanced exercise. However, this fact, together with the
Rate Stability Theorem, shows that it is possible to design an algorithm to make all queues rate
stable whenever (a{’, a5’, a§’) € A.Thatis, (a{", a5, a§") € A is necessary and sufficient for the
existence of an algorithm that makes all queues rate stable. The set A is called the capacity region for
the network. Exercises 2.7 and 2.8 provide additional practice questions about scheduling and delay
in this system.

2.3.2 A2-QUEUE OPPORTUNISTIC SCHEDULING EXAMPLE

Example Problem: Consider a 2-queue wireless downlink that operates in discrete time (Fig. 2.2a).
All data consists of fixed length packets. The arrival process (a1 (t), a2(t)) represents the (integer)
number of packets that arrive to each queue on slot 7. There are two wireless channels, and packets in
queue i must be transmitted over channel i, fori € {1, 2}. At the beginning ofeach slot, the network
controller observes the channel state vector S(t) = (S1(t), S2(t)), where S;(t) € {ON, OFF}, so
that there are four possible channel state vectors. The controller can transmit at most one packet per
slot, and it can only transmit a packet over a channel that is ON. Thus, for each channel i € {1, 2},
we have:

bi(r) = { 1 if S;(t) = ON and channel i is chosen for transmission on slot ¢

0 otherwise
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St 360,
ay(t)— Q) | 1O (020,09

a2(t)—> Q2(t) _%2 )

(@)

Figure 2.2: (a) The 2-queue, 1-server opportunistic scheduling system with ON/OFF channels. (b) The
capacity region for the specific channel probabilities given below.

It S(t) = (OFF, OFF), then bi(t) = by(t) = 0. If exactly one channel is ON, then clearly the
controller should choose to transmit over that channel. The only decision is which channel to
use when S() = (ON, ON). Suppose that (ai(t), ax(t)) is ii.d. over slots with E{a;(¢)} =
A1 and E{ax(f)} = Ap. Suppose that S(¢) is ii.d. over slots with Pr[(OFF, OFF)]époo,
Pr[(OFF,ON)] = po1, Pr[(ON, OFF)] = p19, Pr[ON, ON] = p1;.

a) Define A as the set of all vectors (A1, 2) that satisfy the constraints 0 < A1 < pjo +
11,0 < A2 < po1 + pi1, A1 + A2 < por + pio + pi1. Show that (A1, A2) € A is necessary for the
existence of a rate stabilizing algorithm.

b) Plot the 2-dimensional region A for the special case when poo = 0.24, p1o = 0.36, po1 =
0.16, p1; = 0.24.

¢) For the system of part (b): Use a randomized algorithm that independently transmits over
channel 1 with probability 8 whenever S(r) = (ON, ON). Choose B to make both queues rate
stable when (A1, A2) = (0.6, 0.16).

d) For the system of part (b): Choose B to make both queues rate stable when (A1, A7) =
(0.5, 0.26).

Solution:

a) Let by (1), ba(t) be the decisions made by a particular algorithm that makes both queues
rate stable. From (2.5), we have for queue 1 and for all slots 7 > 0:

t—1

0 _ 1
O1(1) Ql( ) Z;X_: (f)——zln(f)

t

Because b1 (7) < 1{s,(r)=0n}, where the latter is an indicator function thatis 1 if Sj(r) = ON, and
0 else, we have:

0 1= —
Qlt(t) Ql() ;Z ()——ZlSl(r) ON} (2.15)
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However, we know that Q1(t)/t — 0 with probability 1. Further, by the law of large numbers, we
have (with probability 1):

-1 -1
lim — Zal(f)—h, lim — Zl{s.(r) oNy = P10+ P11

t—0o0 f
=0 TO

Thus, taking a limit as t — o0 in (2.15) yields:
0>2x; —(po+ pi1)

and hence A1 < pjo + p11 is a necessary condition for any rate stabilizing algorithm. A similar
argument shows that Ay < po1 + pi11 is a necessary condition. Finally, note that for all # > 0:

Q1) + Qa(r) Q(0)+Q(0) 1 1
! ; 2 ! 2 > " g [a1(t) +ax(T)] — " go L{(s;(t)=ON}U[S2(1)=ON}}

Taking a limit of the above proves that A1 + A2 < po1 + p1o + pi11 is necessary.

b) See Fig. 2.2b.

) If S(t) = (OFF, OFF) then don't transmit. If S(r) = (ON, OFF) or (ON, ON) then
transmit over channel 1. If S(r) = (OFF, ON), then transmit over channel 2. Then by the law
of large numbers, we have b{" = p1o + p11 = 0.6, b5" = po1 = 0.16, and so both queues are rate
stable (by the Rate Stability Theorem).

d) Choose B = 0.14/0.24. Then b{" =0.36 +0.248 = 0.5, and b5’ = 0.16 + 0.24(1 —
B) = 0.26.

Discussion: Exercise 2.9 treats scheduling and delay issues in this system. It can be shown that
the set A given in part (a) above is the capacity region, so that (A1, A2) € A is necessary and sufficient
for the existence of a rate stabilizing policy. See (8) for the derivation of the capacity region for
ON/OFF opportunistic scheduling systems with K queues (with K > 2). See also (8) for optimal
delay scheduling in symmetric systems of this type (where all arrival rates are the same, as are all
ON/OFF probabilities), and (101)(100) for “order-optimal” delay in general (possibly asymmetric)
situations.

It is possible to support any point in A using a stationary randomized policy that makes a
scheduling decision as a random function of the observed channel state S(¢). Such policies are
called S-only policies. The solutions given in parts (c) and (d) above use S-only policies. Further, the
randomized server allocation policies considered in the 3-queue, 2-server example of Section 2.3.1
can be viewed as “degenerate” S-only policies, because, in that case, there is only one “channel state”
(i.e., (ON, ON, ON)). It is known that the capacity region of general single-hop and multi-hop
networks with time varying channels S(7) can be described in terms of S-only policies (15)(22) (see
also Theorem 4.5 of Chapter 4 for a related result for more general systems).

Note that S-only policies do not consider queue backlog information, and thus they may serve
a queue that is empty, which is clearly inefficient. Thus, one might wonder how S-only policies can
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stabilize queueing networks whenever traffic rates are inside the capacity region. Intuitively, the
reason is that inefficiency only arises when a queue becomes empty, a rare event when traffic rates are
near the boundary of the capacity region.” Thus, using queue backlog information cannot “enlarge”
the region of supportable rates. However, Chapter 3 shows that queue backlogs are extremely useful
for designing dynamic algorithms that do not require a-priori knowledge of channel statistics or
a-priori computation of a randomized policy with specific time averages.

2.4 EXERCISES

Exercise 2.1.  (Queue Sample Path) Fill in the missing entries of the table in Fig. 2.3 for a queue
Q(1) that satisfies (2.1).

t 10
Arrivals a(t)

0
3
Current Rate | b(t) | 4
0
0

| Backlog | Q1) |
| Transmitted | b(1) |

1
3
2
3
2

B =

Figure 2.3: An example sample path for the queueing system of Exercise 2.1.

Exercise 2.2. (Inequality comparison) Let Q(7) satisfy (2.1) with server process b(f) and arrival
process a(r). Let Q(f) be another queueing system with the same server process b(f) but with an
arrival process a(t) = a(t) + z(t), where z(r) > 0 for all € {0, 1, 2, .. .}. Assuming that Q(0) =
0(0), prove that Q(t) < Q(z) forall € {0, 1,2, ...}

Exercise 2.3.  (Proving sufficiency for Theorem 2.4a) Let Q(r) satisfy (2.1) with arrival and server
processes with well defined time averages a“¥ and b*”. Suppose that a®® < b*’. Fix € > 0, and
define Q(t) as a queue with Q.(0) = Q(0), and with the same server process b(t) but with an
arrival process a(t) = a(t) + (b*% —a®’) + € for all 1.

a) Compute the time average of a(r).

b) Assuming the result of Theorem 2.4b, compute lim;_, oo Qe (1)/1.

¢) Use the result of part (b) and Exercise 2.2 to prove that Q(r) is rate stable. Hint: I am
thinking of a non-negative number x. My number has the property that x < € for all ¢ > 0. What
is my number?

2For example, in the GI/B/1 queue of Exercise 2.6, it can be shown by Little’s Theorem (129) that the fraction of time the queue
is emptyis 1 — A/p (assuming A < ), which goes to zero when A — L.
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Exercise 2.4. (Proof of Theorem 2.4b) Let Q(f) be a queue that satisfies (2.1). Assume time
averages of a(¢) and b(r) are given by finite constants a“¥ and b*", respectively.
a) Use the following equation to prove that lim,_, o a(t)/t = 0 with probability 1:

[ Py 1S o\ a()
Aizeo= (1) s Zee ()

b) Suppose that b(t;) < b(1;) for some slot #; (where we recall that b(#;)2 min[b(z;), Q(#;)]).
Use (2.1) to compute Q(t; + 1). )
c) Use part (b) and (2.5) to show that if b(t;) < b(t;), then:

ti
a(t;) = Q(0) + ) [a(r) — b(r)]

=0

Conclude that if 5(¢;) < b(z;) for an infinite number of slots 7;, then a®? < b7,
d) Use part (c) to conclude that if a*¥ > b??, there is some slot * > 0 such that forall 1 > ¢*,

we have:
t—1

Q1) = Q") + Y _la(r) — b(r)]
T=t*

Use this to prove the result of Theorem 2.4b.

Exercise 2.5. (Strong stability implies steady state stability) Prove that strong stability implies
steady state stability using the fact that E {|Q(7)|} > M Pr[|Q(z)| > M].

Exercise 2.6. (Discrete time GI/B/1 queue) Consider a queue Q(7) with dynamics (2.1). Assume
that a(f) is i.i.d. over slots with non-negative integer values, with E {a()} = A and E {a(t)z} =
E {a2 } .Assume that b(t) is independent of the arrivals and is i.i.d. over slots with Pr[b(t) = 1] = pu,
Pr[b(t) = 0] = 1 — . Thus, Q(¢) is always integer valued. Suppose that A < , and that there are
finite values E {Q}, 0, 0%*, E {QZ} such that:

12 _ 1
tlggo;;)E{Q(r)} =0, tgrrgo;X_E)Q(r) = QY with prob. 1

lim {00} =E(0) . lim E{0®?} =E{0?]

Using ergodic Markov chain theory, it can be shown that 0 = 0% =E{Q)} (see also Exercise 7.9).
Here we want to compute E { O}, using the magic of a quadratic.

a) Take expectations of equation (2.2) to find lim;—, o E {I;(t) }




2.4. EXERCISES

b) Explain why b(1)? = b(r) and Q(1)b(t) = Q(1)b(r).
¢) Square equation (2.2) and use part (b) to prove:

Q@ +1)* = (1) + b(t) +a(t)* = 20(1)(b(1) — a(t)) — 2b(a(t)
d) Take expectations in (c) and let # — 00 to conclude that:

E{a®} + 1 —222
2(pn —A)

E{Q} =

We have used the fact that Q(¢) is independent of b(t), even though it is 7oz independent of b(t).
This establishes the average backlog for an integer-based GI/B/1 queue (where “GI” means the
arrivals are general and i.i.d. over slots, “B” means the service is i.i.d. Bernoulli, and “1” means
there is a single server). By Little’s Theorem (129), it follows that average delay (in units of slots) is
W = Q/A.When the arrival process is Bernoulli, these formulas simplify to O =xA=1/(u—21
and W = (1 — 1)/(i — A). Using reversible Markov chain theory (130)(66)(131), it can be shown
that the steady state output process of a B/B/1 queue is also i.i.d. Bernoulli with rate A (regardless
of i, provided that A < ), which makes analysis of tandems of B/B/1 queues very easy.

Exercise 2.7. (Server Scheduling) Consider the 3-queue, 2-server system example of Section 2.3.1
(Fig. 2.1). Assume the arrival vector (a1 (t), ax(t), a3(t)) is i.i.d. over slots with E {a; (1)} = A; for
i €{1,2,3}. Design a randomized server allocation algorithm to make all queues rate stable when:

a) (A1, A2, A3) = (0.2,0.9,0.6)

b) (A1, 42, 23) = (3/4,3/4,1/2)

¢) (A1, A2, A3) = (0.6,0.5,0.9)

d) (A1, A2, A3) = (0.7,0.6,0.5)

e) Give a deterministic algorithm that uses a periodic schedule to support the rates in part (b).

f) Give a deterministic algorithm that uses a periodic schedule to support the rates in part (c).

Exercise 2.8. (Delay for Server Scheduling) Consider the 3-queue, 2-server system of Fig. 2.1 that
operates according to the randomized schedule of the solution given in part (d) of Section 2.3.1, so
that p; = 0.3, p» = 0.5, p3 = 0.2. Suppose a(¢) is i.i.d. over slots and Bernoulli, with Pr[a;(t) =
0] =0.35, Prla;i(t) = 1] = 0.65. Use the formula of Exercise 2.6 to compute the average backlog
0, and average delay Wi in queue 1. (First, you must convince yourself that queue 1 is indeed a
discrete time GI/B/1 queue).

Exercise 2.9. (Delay for Opportunistic Scheduling) Consider the 2-queue wireless downlink with
ON/OFF channels as described in the example of Section 2.3.2 (Fig. 2.2). The channel probabilities

27
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are given as in that example: poo = 0.24, p1g = 0.36, po1 = 0.16, p11 = 0.24. Suppose the arrival
process aj(t) is i.i.d. Bernoulli with rate A; = 0.4, so that Pr[a;(t) = 1] = 0.4, Prla;(r) = 0] =
0.6. Suppose az(t) is i.i.d. Bernoulli with rate A2 = 0.3. Design a randomized algorithm, using
parameter B as the probability that we transmit over channel 1 when S(r) = (ON, ON), that
ensures the average delay satisfies W < 25 slots and W, < 25 slots. You should use the delay
formula in Exercise 2.6 (first convincing yourself that each queue is indeed a GI/B/1 queue) along
with an educated guess for 8 and/or trial and error for 8.

Exercise 2.10. (Simulation of a B/B/1 queue) Write a computer program to simulate a
Bernoulli/Bernoulli/1 (B/B/1) queue. Specifically, we have Q(0) =0, {a(1)}7, is i.i.d over slots
with Prla(t) = 1] = A, Prla(t) = 0] = 1 — A, and {b(1)};°, is independent of the arrival process
and is 1.i.d. over slots with Pr[b(t) = 1] = u, Pr[b(t) = 0] = 1 — . Assume that 4 = 0.7, run
the experiment over 10° slots, and give the empirical time average Q" and the value of Q(¢)/1 for
¢t = 100, for A values of 0.4, 0.5, 0.6, 0.7, 0.8. Compare these to the exact value (given in Exercise
2.6) fort — oo.

Exercise 2.11.  (Virtual Queues) Suppose we have a system that operates in discrete time with slots
t €{0,1,2,...}. A controller makes decisions every slot ¢ about how to operate the system, and
these decisions incur power p (). The controller wants to ensure the time average power expenditure
is no more than 12.3 power units per slot. Define a virtual queue Z(t) with Z(0) = 0, and with

update equation:
Z(t+ 1) =max[Z(t) — 12.3,0] + p(1) (2.16)

The controller keeps the value of Z() as a state variable, and updates Z(7) at the end of each slot
via (2.16) using the power p(r) that was spent on that slot.
a) Use Lemma 2.1 to prove that if Z(7) is rate stable, then:

lim, 0o 1 3170 p(7) < 12.3 with probability 1

b) Suppose there is a positive constant Z,,,y such that Z(t) < Z,qy forallr € {0, 1,2, ...}
Use (2.3) to show that for any integer T > 0 and any interval of T slots, defined by {t1, ..., 1 +
T — 1} (where t; > 0), we have:

SO p(r) < 123T + Zypas

T=I1]

This idea is used in (21) to ensure the total power used in a communication system over any interval
is less than or equal to the desired per-slot average power constraint multiplied by the interval size,
plus a constant allowable “power burst” Z,,,4 . A variation of this technique is used in (137) to bound
the worst-case number of collisions with a primary user in a cognitive radio network.

3For simplicity, we have implicitly assumed the limit lim;— 0o % Z::_:l() p(7) in Exercise 2.11(a) exists. More generally, the result
holds when “lim” is replaced with “lim sup.”
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CHAPTER 3

Dynamic Scheduling Example

The dynamic scheduling algorithms developed in this text use powerful techniques of Lyapunov
drift and Lyapunov optimization. To build intuition, this chapter introduces the main concepts for
a simple 2-user wireless downlink example, similar to the example given in Section 2.3.2 of the
previous chapter. First, the problem is formulated in terms of known arrival rates and channel state
probabilities. However, rather than using a randomized scheduling algorithm that bases decisions
only on the current channel states (as considered in the previous chapter), we use an alternative
approach based on minimizing the drift of a Lyapunov function. The advantage is that the drift-
minimizing approach uses both current channel states and current queue backlogs to stabilize the
system, and it does not require a-priori knowledge of traffic rates or channel probabilities. This
Lyapunov drift technique is extended at the end of the chapter to allow for joint stability and
average power minimization.

)\2‘ (0.14, 1.10)
S i ,
Ajt)—— Qq () —oj ©) In {0,1} (0.49, 0.75)
\:»—>
As()— o] Q1) -7
2 2 S,(1) in{0,1,2} (0.70, 0.33)
E{A; (D} = A4
E{A5()} = Ay « Ay
(@) (b)

Figure 3.1: (a) The 2-queue wireless downlink example with time-varying channels. (b) The capacity
region A. For L = (0.3, 0.7) (i.e., point Y illustrated), we have €4, (A) = 0.12.

3.1 SCHEDULING FOR STABILITY

Consider a slotted system with two queues, as shown in Fig. 3.1(a). The arrival vector (A (z), A2(7))
is ii.d. over slots, where Aj(fr) and A(r) take integer units of packets. The arrival rates
are given by MEE{A;(t)} and M2E {A>(¢)}. The second moments E {A%} LE {A](t)z} and
E {A3} LE {A>(1)?} are assumed to be finite. The wireless channels are time varying, and every
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slot # we have a channel vector S(t) = (S1(¢), S2(¢)), where S;(7) is a non-negative integer that
represents the number of packets that can be transmitted over channel i on slot ¢ (for i € {1, 2}),
provided that the scheduler decides to transmit over that channel. The channel state processes Sj (1)
and S»(¢) are independent of each other and are 1.i.d. over slots, with:

* Pr($1(t) =01=0.3, Pr[$i(t) =1]1=0.7
* Pr($2(t) =0]=0.2, Pr(S2(t) =1]1=0.5, Pr[S(t) =2]=03

Every slot 7 the network controller observes the current channel state vector S(7) and chooses a
single channel over which to transmit. Let «(¢) be the transmission decision on slot t, taking three
possible values:

a(t) € {“Transmit over channel 1”7, “Transmit over channel 2”, “Idle”}

where (1) = “Idle” means that no transmission takes place on slot 7. The queueing dynamics are
given by:

Qi(t+1) =max[Q;(t) — b;i (), 0]+ A;(¢) Vi € {1,2},Vt € {0, 1,2, ...} (3.1)

where b; () represents the amount of service offered to channel i on slot 7 (for i € {1, 2}), defined

by a function l;,- (x(2), S(1)):

S; (1) if a(r) = “Transmit over channel i”
0 otherwise

bi(t) = bi(a(r), S(1)2 { (3.2)

3.1.1 THE §-ONLY ALGORITHM AND ¢,

Let S represent the set of the 6 possible outcomes for channel state vector S(¢) in the above system:
S2{(0,0), (0, 1), (0,2), (1,0), (1, 1), (1,2)}

Consider first the class of S-only scheduling algorithms that make independent, stationary, and ran-
domized transmission decisions every slot # based only on the observed S(7) (and hence independent
of queue backlog). A particular S-only algorithm for this system is characterized by probabilities
q1(S1, $2) and g2(S1, S2) for all (Sy, S2) € S, where ¢;(S1, S2) is the probability of transmitting
over channel i if S(¢) = (81, S2). These probabilities must satisfy g1 (S1, S2) + ¢2(S1, S2) < 1 for
all (S1, $2) € S, where we use inequality to allow the possibility of transmitting over neither channel
(useful for the power minimization problem considered later). Let o*(7) represent the transmission
decisions under a particular S-only policy, and define b} (O2b,(a* (1), S(1)), b3 (O2by(a* (1), S(1))
as the resulting transmission rates offered by this policy on slot z. We thus have for every slot 7:

E{pi} = Y PriSi, $185141(51, 5)
(S1,85)€eS
E{p5@0)) = D PriSi, $215:92(51, 52)

(S1,52)€S
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where we have used Pr[Sy, S»] as short-hand notation for Pr[(S1(¢), S2 (1)) = (S1, $2)].

Note that the above expectations are over the random channel state vector S (r) and the random
transmission decision in reaction to this vector. Under this S-only algorithm, b} (¢) is i.i.d. over slots
with mean E {b’l|< (t)}, and thus the time average of b} (¢) is equal to |E {b’f (t)} with probability 1 (by
the law of large numbers). It follows by the Rate Stability Theorem (Theorem 2.4) that queue 1 is
rate stableifand onlyif A} < E {bi< (1) } Likewise, queue 2 is rate stable if and only if 1, < E {b;< (1) } .
However, for finite delay, it is useful to design the transmission rates to be strictly larger than the
arrival rates (see Exercises 2.6, 2.8, 2.9, 2.10). The following linear program seeks to design an
S-only policy that maximizes the value of € for which A1 + € < E {b’f(t)} and Ay +e <E {b; (t)}:

Maximize: € (3.3)
Subject to: A1 +€ < Z(Sl,sz)es Pr[S1, $215191(S1, $2) (3.4)
Ay +€ =< Z(Sl,Sg)eS Pr[S1, $2152492(S1, $2) (3.5)

q1(S1, 82) +q2(S1, $2) < 1 ¥(§1, $) € S (3.6)

q1(S1,82) > 0,92(851,82) =0 V(51,8) € S 3.7)

There are 8 known parameters that appear as constants in the above linear program:
A, Ao, Pr[Sy, S2] V(S1, $2) € S (3.8)
There are 13 unknowns that act as variables to be optimized in the above linear program:
€,q1(S1, 82), ¢2(S81, $2) Y(51,8) € S 3.9)

Define A2(11, 1), and define €,qr(A) as the maximum value of € in the above problem.
It can be shown that the nefwork capacity region is the set A of all non-negative rate vectors A for
which €,4x (1) > 0. The value of €,,4, represents a measure of the distance between the rate vector
A and the capacity region boundary. If the rate vector A is inferior to the capacity region A, then
€max (A) > 0.In this simple example, it is possible to compute the capacity region explicitly, and that
is shown in Fig. 3.1(b). The figure also illustrates an example arrival rate vector (A1, A2) = (0.3, 0.7)
(shown as point Y in the figure), for which we have €4, (0.3, 0.7) = 0.12.

It follows that for any rate vector A = (A1, A2) thatis interior to the capacity region A, we have
€max(A) > 0, and there exists an S-only algorithm that yields transmission variables (b} (¢), b3 (1))
that satisfy:

E{b] (D)} = M + €max D), E{b3(1)} = 12 + €max V) (3.10)

3.1.2 LYAPUNOVDRIFT FOR STABLE SCHEDULING

Rather than trying to solve the linear program of the preceding sub-section (which would require
a-priori knowledge of the arrival rates and channel probabilities specified in (3.8)), here we pursue
queue stability via an algorithm that makes decisions based on both the current channel states and
the current queue backlogs. Thus, the algorithm we present is 7oz an S-only algorithm. Remarkably,
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the proof that it provides strong stability whenever the arrival rate vector is interior to the capacity
region will use the existence of the S-only algorithm that satisfies (3.10), without ever needing to
solve for the 13 variables in (3.9) that define this S-only algorithm.

Let Q(t) = (Q1(1), Q2(1)) be the vector of current queue backlogs, and define a Lyapunov
Sfunction L(Q(t)) as follows:

1
LQW)251010* + 02(1)’] (3.11)
This represents a scalar measure of queue congestion in the network, and has the following properties:

* L(Q(t)) > 0 for all backlog vectors Q(r) = (Q1(t), Q2(t)), with equality if and only if the
network is empty on slot 7.

* L(Q(1)) being “small” implies that both queue backlogs are “small.”

* L(Q(t)) being “large” implies that at least one queue backlog is “large.”

For example, if L(Q()) < 32,then Q1(¢)? 4+ Q2(t)> < 64,and thus we know that both Q1 () < 8
and 0> (¢) < 8.

If there is a finite constant M such that L(Q(r)) < M for all 7, then clearly all queue backlogs
are always bounded by v/2M, and so all queues are trivially strongly stable. While we usually cannot
guarantee that the Lyapunov function is deterministically bounded, it is intuitively clear that design-
ing an algorithm to consistently push the queue backlog towards a region such that L(Q(¢)) < M
(for some finite constant M) will help to control congestion and stabilize the queues.

One may wonder why we use a guadratic Lyapunov function, when another function, such as a
linear function, would satisfy properties similar to those stated above. When computing the change
in the Lyapunov function from one slot to the next, we will find that the quadratic has important
dominant cross terms that include an inner product of queue backlogs and transmission rates. This
is important for the same reason that it was important to use a quadratic function in the delay
computation of Exercise 2.6, and readers seeking more intuition on the “magic” of the quadratic
function are encouraged to review that exercise.

To understand how we can consistently push the Lyapunov function towards a low congestion
region, we first use (3.1) to compute a bound on the change in the Lyapunov function from one slot
to the next:

1 2
Y Qi+ 1) = (1))

i=1

- —Z[(max[Q (1) = bi (0,01 + A (1) = 0;(1)’]

LQ(+ 1) — L(Q®))

\S)

—_—
(3]

o

[Ai ()% + b (1)?]
2

+ZQz(r)[A ) —bi(n]  (3.12)

i=1

-,
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where in the final inequality we have used the fact that for any Q > 0,5 > 0, A > 0, we have:
(max[Q — b, 0] + A)> < Q% + A® +b* +2Q(A — b)
Now define A(Q(?)) as the conditional Lyapunov drift for slot t:

AQM)EE(LQ( + 1) — L(Q(1)|Q (1)} (3.13)

where the expectation depends on the control policy, and is with respect to the random channel states
and the (possibly random) control actions made in reaction to these channel states. From (3.12), we
have that A(Q(t)) for a general control policy satisfies:

2

A 2 b; 2 2 2
AQ1) <E {Z Ay + 507, Q(t)} +Y Qi(x —E {Z Qi<r>bl~(t)|Q(r>} (3.14)
i=1

, 2 ,

i=1 i=1
where we have used the fact that arrivals are 1.i.d. over slots and hence independent of current queue
backlogs, so that E {A; (1)|Q(7)} = E{A;(t)} = ;. Now define B as a finite constant that bounds
the first term on the right-hand-side of the above drift inequality, so that for all 7, all possible Q(7),

and all possible control actions that can be taken, we have:
2 2 2
Ai(1)= + bi(t)
E _— t <B
{52—1 > | Q( )} <

For our system, we have that at most one b; (¢) value can be non-zero on a given slot . The probability
that the non-zero b; (r) (if any) is equal to 2 is at most 0.3 (because Pr[S>(t) = 2] = 0.3), and if it
is not equal to 2, then it is at most 1. Hence:

2 2 2
1 0 22(0.3) + 12(0.7)
>E {;:1 bi(t) IQ(t)} < 5 =0.95

and thus we can define B as:

2
B20.95 + % > E{a?] (3.15)
i=1

Using this in (3.14) yields:

2 2
AQN) <B+) 0ix —E {Z Qi(1)bi (t)IQ(t)}

i=1 i=1

To emphasize how the right-hand-side of the above inequality depends on the transmission decision

a(t), we use the identity b; (1) = b; (a(t), S(1)) to yield:

2 2
AQ®) =B+ Qir —E {Z Qi (1)bi(a(t), S(t))IQ(t)} (3.16)
i=1

i=1
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3.1.3 THE “MIN-DRIFT” OR “MAX-WEIGHT” ALGORITHM

Our dynamic algorithm is designed to observe the current queue backlogs (Q1(?), Q2(t)) and the
current channel states (S1(¢), S2(¢)) and to make a transmission decision «(¢) to minimize the
right-hand-side of the drift bound (3.16). Note that the transmission decision on slot ¢ only affects
the final term on the right-hand-side. Thus, we seek to design an algorithm that maximizes the
following expression:

2
E{Y" 0i0bi@(). S)IQa)
i=1
The above conditional expectation is with respect to the randomly observed channel states S(¢) =
(S1(2), S2(1)) and the (possibly random) control decision « (). We now use the concept of gppor-
tunistically maximizing an expectation: The above expression is maximized by the algorithm that
observes the current queues (Q1(7), Q2(t)) and channel states (S1(¢), S2(¢)) and chooses «() to
maximize:

2
> 0imbi(a(t), St)) (3.17)
i=1
This is often called the “max-weight” algorithm, as it seeks to maximize a weighted sum of the
transmission rates, where the weights are queue backlogs. As there are only three decisions (transmit
over channel 1, transmit over channel 2, or don’t transmit), it is easy to evaluate the weighted sum
(3.17) for each option:

. Z?:l 0:(Db;(a(t), S(t)) = 01(t)S)(t) if we choose to transmit over channel 1.
. Ziz=1 o ()b; (a(t), S(t)) = Q2(1)S»(1) if we choose to transmit over channel 2.
. Ziz:l Qi ()b (a(1), S(t)) = 0 if we choose to remain idle.

It follows that the max-weight algorithm chooses to transmit over the channel i with the largest
(positive) value of Q;(7)S;(t), and remains idle if this value is O for both channels. This simple
algorithm just makes decisions based on the current queue states and channel states, and it does not
need knowledge of the arrival rates or channel probabilities.

Because this algorithm maximizes the weighted sum (3.17) over all alternative decisions, we
have:

2 2
D Qimbita(), S®) = Y 0ibi(a* @), S1))
i=1 i=1
where o*(t) represents any alternative (possibly randomized) transmission decision that can be made
on slot t. This includes the case when a*(¢) is an S-only decision that randomly chooses one of
the three transmit options (transmit 1, transmit 2, or idle) with a distribution that depends on the
observed S(r). Fixing a particular alternative (possibly randomized) decision o (¢) for comparison
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and taking a conditional expectation of the above inequality (given Q(7)) yields:

2 2
ELY " 0i)bi), S(t))lQ(t)} >E {Z Qi (bi (@ (1), S(t))lQ(t)}

i=1 i=1

where the decision () on the left-hand-side of the above inequality represents the max-weight
decision made on slot ¢, and the decision «*(¢) represents any other particular decision that could
have been made. Plugging the above directly into (3.16) yields:

2 2
AQM) <B+Y Qir —E {Z Qi (1)bi (e (1), S(t))lQ(t)} (3.18)
i=1 i=1

where the left-hand-side represents the drift under the max-weight decision a(¢), and the final term
on the right-hand-side involves any other decision a* (7). It is remarkable that the inequality (3.18)
holds true for all of the (infinite) number of possible randomized alternative decisions that can be
plugged into the final term on the right-hand-side. However, this should not be too surprising, as
we designed the max-weight policy to have exactly this property! Rearranging the terms in (3.18)
yields:

2
AQ®) < B =Y QiOIE{bfIQMN} — Al (3.19)

i=1

where we have used the identity b (t)él;,- (a*(t), S(1)) to represent the transmission rate that would
be offered over channel i if decision ™ (#) were made.

Now suppose the arrival rates (A1, 1) are interior to the capacity region A, and consider the
particular S-only decision a*(#) that chooses a transmit option independent of queue backlog to yield
(3.10). Because channel states are i.i.d. over slots, the resulting rates (b} (¢), b3 (¢)) are independent
of current queue backlog, and so by (3.10), we have fori € {1, 2}:

E{b:0)IQ0} =E b (1)} = Ai + émar (V)

Plugging this directly into (3.19) yields:

2
AQ®1)) < B =Y 0i()emar(A) (3.20)

i=1

where we recall that €,4x (1) > 0. The above is a drift inequality concerning the max-weight al-
gorithm on slot #, and it is now in terms of a value €,,4x(A) associated with the linear program
(3.3)-(3.7). However, we did not need to solve the linear program to obtain this inequality or to
implement the algorithm! It was enough to know that the solution to the linear program exiszs!
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3.1.4 ITERATED EXPECTATIONS AND TELESCOPING SUMS
Taking an expectation of (3.20) over the randomness of the Q1(¢) and Q3 () values yields:

2
E{AQ@®)} < B — €nax(X) Y _E{Qi (1)} (3.21)

i=1

Using the definition of A(Q(?)) in (3.13) with the law of iterated expectations yields:

E{AQ@)} =E{E{L(Q(+ 1)) — LIQ)IQ(N}} = E{L(Q( + 1)} — E{L(Q(1))}
Substituting this identity into (3.21) yields:

2
E{L(Q( + 1)} — E{L(Q"))} < B — emax () Y _E{Qi(1)}

i=1

The above holds for all 7 € {0, 1,2, ...}. Summing over r € {0, 1, ..., T — 1} for some integer
T > 0 yields (by telescoping sums):

T-1 2

E{L(Q(T))} = EALQ(0)} < BT — €nax(d) D) > E{Qi(1)}

t=0 i=1

Rearranging terms, dividing by €,4x (A)T', and using the fact that L(Q(T)) > 0 yields:

T—-1 2
B E{L 0
LS S g (g0 < | ElLQO)

r =0 i=1 €max(X) €Emax(M)T

Assuming that E {L(Q(0))} < oo and taking a lim sup yields:

T—1 2
11msup— E{Qi(n} <
T—o0 ZX(; zzl: max()v)

Thus, all queues are strongly stable, and the total average backlog (summed over both queues) is less
than or equal to B/€mqax (A). Thus, the max-weight algorithm (developed by minimizing a bound
on the Lyapunov drift) ensures the queueing network is strongly stable whenever the rate vector
A is interior to the capacity region A, with an average queue congestion bound that is inversely
proportional to the distance the rate vector is away from the capacity region boundary.

As an example, assume A1 = 0.3 and A, = 0.7, illustrated by the point ¥ of Fig. 3.1(b). Then
€max = 0.12. Assuming arrivals are Bernoulli so that E {Alz} = E{A;} = X; and using the value of
B = 1.45 obtained from (3.15), we have:

o1+0 <1'45—12083 ket
1 2= oqp = 12083 packets
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where Q1 + Q> represents the lim sup time average expected queue backlog in the network. By
Little’s Theorem (129), average delay satisfies:

01+ 02
A+ A

W = < 12.083 slots

A simulation of the algorithm over 10° slots yields an empirical average queue backlog of
aimpmwl + a;mpmwl = 3.058 packets, and hence in this example, our upper bound overesti-
mates backlog by roughly a factor of 4.

Thus, the actual max-weight algorithm performs much better than the bound would suggest.
There are three reasons for this gap: (i) A simple upper bound was used when computing the
Lyapunov drift in (3.12), (ii) The value B used an upper bound on the second moments of service,
(iii) The drift inequality compares to a queue-unaware S-only algorithm, whereas the actual drift
is much better because our algorithm considers queue backlog. The third reason often dominates in
networks with many queues. For example, in (100) it is shown that average congestion and delay in
an N-queue wireless system with one server and ON/OFF channels is at least proportional to N if
a queue-unaware algorithm is used (a related result is derived for N x N packet switches in (99)).
However, a more sophisticated gueue grouping analysis in (101) shows that the max-weight algorithm
on the ON/OFF downlink system gives average backlog and delay that is O (1), independent of the
number of queues. For brevity, we do not include queue grouping concepts in this text. The interested
reader is referred to the above references, see also queue grouping results in (102)(103)(104)(105).

3.1.5 SIMULATION OF THE MAX-WEIGHT ALGORITHM

Fig. 3.2 shows simulation results over 10° slots when the rate vector (A, A2) is pushed up the line
segment from X to Z in the figure, again assuming independent Bernoulli arrivals. The point Z
is (A1, A2) = (0.372, 0.868). In the figure, the x-axis is a normalization factor p that specifies the
distance along the segment (so that p = 0 is the point X, p = 1 is the point Z, and p = 0.806 is
the point Y). It can be seen that the network is strongly stable for all rates with p < 1, and it has
average backlog that increases to infinity at the vertical asymptote defined by the capacity region
boundary (i.e.,at p = 1).

Also plotted in Fig. 3.2 is the upper-bound B/€pqx(A) (where we have computed €4y ()
for each input rate vector A simulated). This bound shows the same qualitative behavior, but it is
roughly a factor of 4 larger than the empirically observed backlog.

3.2 STABILITY AND AVERAGE POWER MINIMIZATION

Now consider the same system, but define p(¢) as the power expenditure incurred by the transmission
decision a(7) on slot . To emphasize that power is a function of «(r), we write p(t) = p(«(r)) and
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Average queue backlog versus p

(0.14, 1.10)

Bound
(0.70, 0.33)

Simulation R
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/
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1 X

Figure 3.2: Average sum queue backlog (in units of packets) under the max-weight algorithm, as loading
is pushed from point X (i.e., p = 0) to point Z (i.e., p = 1). Each simulated data point is an average over

10° slots.

assume the following simple power function:

1 ifa(r) € {“Transmit over channel 1,” “Transmit over channel 27}

pla®) = { 0 ifa() =“Idle’

That is, we spend 1 unit of power if we transmit over either channel, and no power is spent if we
remain idle. Our goal is now to make transmission decisions to jointly stabilize the system while
also striving to minimize average power expenditure.

For a given rate vector (A1, A7) in the capacity region A, define W (11, A2) as the minimum
average power that can be achieved by any S-only algorithm that makes all queues rate stable. The
value W(A1, A7) can be computed by solving the following linear program (compare with (3.3)-(3.7)):

Minimize: W2 ¢ ¢)es PriSi. $21(q1 (51, $2) + q2(S1. $2))
Subject to: A < Z(Sl,Sz)eS Pr[Sy, Sz]Slql(Sl, $7)
A2 =D s 5es PriSt, $2182q2(S1, $2)
q1(S1, 82) +q2(851, 82) < 1 V(51,82) € §
q1(81,82) 20, q2(81,82) =0 V(S1,$) €S

Thus, for each A € A, there is an S-only algorithm «*(7) such that:
E{bi@®). S} =01 . Efba@®). Se)] 252 . E{p@ 1)) =@, 1)

It can be shown that W(11, A2) is the minimum time average expected power expenditure that can
be achieved by any control policy that stabilizes the system (including policies that are not S-only)
(21). Further, W(A1, A7) is continuous, convex, and entrywise non-decreasing.
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Now assume that A = (A1, A2) is interior to A, so that (A + €, Ay +¢€) € A for all € such
that 0 < € < €,4x(X). It follows that whenever 0 < € < €,,4x (), there exists an S-only algorithm
a*(t) such that:

E{bi@®). St} = ri+e (3.22)
E{éz(a*(z),S(z))} > o te (3.23)
E{p@ @)} = VOi+err+e) (3.24)

3.2.1 DRIFT-PLUS-PENALTY

Define the same Lyapunov function L(Q(¢)) as in (3.11), and let A(Q (7)) represent the conditional
Lyapunov drift for slot . While taking actions to minimize a bound on A(Q(?)) every slot t would
stabilize the system, the resulting average power expenditure might be unnecessarily large. For ex-
ample, suppose the rate vector is (A1, A2) = (0, 0.4), and recall that Pr[S»(r) = 2] = 0.3. Then the
drift-minimizing algorithm of the previous section would transmit over channel 2 whenever the
queue is not empty and S>(7) € {1, 2}. In particular, it would sometimes use “inefficient” transmis-
sions when S>(¢) = 1, which spend one unit of power but only deliver 1 packet. However, if we
only transmit when S>(f) = 2 and when the number of packets in the queue is at least 2, it can be
shown that the system is still stable, but power expenditure is reduced to its minimum of A, /2 = 0.2
units/slot.

Instead of taking a control action to minimize a bound on A(Q(?)), we minimize a bound
on the following drift-plus-penalty expression:

AQ®) + VE{p(®)|Q(1)}

where V > 0 is a parameter that represents an “importance weight” on how much we emphasize
power minimization. Such a control decision can be motivated as follows: We want to make A(Q (%))
small to push queue backlog towards a lower congestion state, but we also want to make E { p (1) |Q(7)}
small so that we do not incur a large power expenditure. We thus decide according to the above
weighted sum. We now show that this intuitive algorithm leads to a provable power-backlog tradeoft:
Average power can be pushed arbitrarily close to W(11, A2) by using a large value of V, at the expense
of incurring an average queue backlog that is O (V).

We have already computed a bound on A(Q(?)) in (3.16), and so adding VE {p(1)|Q(?)} to
both sides of (3.16) yields a bound on the drift-plus-penalty:

2
AQM)+ VE{(p1)IQN} < B+ VE{pa)IQMn}+ > Qi

i=1

2
-E {Z OLICION S(t))IQ(t)} (3.25)

i=1
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where we have used the fact that p(t) = p(a(t)). The drift-plus-penalty algorithm then observes
(Q1(t), 02(t)) and (S1(1), S2(t)) every slot ¢t and chooses an action «(f) to minimize the right-
hand-side of the above inequality. Again, using the concept of opportunistically minimizing an
expectation, this is accomplished by greedily minimizing:

2
value = V p(a(t)) — Y Qi()bi(a(1), S(1))

i=1

We thus compare the following values and choose the action corresponding to the smallest (breaking
ties arbitrarily):

* value[l] =V — Q1()S1(¢) if a(r) = “Transmit over channel 1.”
* value[2]1 =V — Q2(1)S>(¢) if a(t) = “Transmit over channel 2.”

* value[ldle] =0 if a(r) = “Idle.”

3.2.2 ANALYSIS OF THE DRIFT-PLUS-PENALTY ALGORITHM

Because our decisions «(7) minimize the right-hand-side of the drift-plus-penalty inequality (3.25)
on every slot ¢ (given the observed Q(r)), we have:

2
AQM)+ VE{(p®IQ®N} < B+ VE{p*®)QM®}+ Y Qi)

i=1

2
—E3> " 0i0bia* ), S(t))lQ(t)} (3.26)

i=1

where a*(f) is any other (possibly randomized) transmission decision that can be made on slot 7.
Now assume that A is interior to A, and fix any value € such that 0 < € < €4, (A). Plugging the
S-only algorithm (3.22)-(3.24) into the right-hand-side of the above inequality and noting that
this policy makes decisions independent of queue backlog yields:

2
AQ@) +VE{pIQ®)} = B+VVYQi+era+e)+ Z Qi (DA

i=1

2
=Y 00 +€)
i=1
2

= B+V¥(Qutetatea—ey Qi)  (327)

i=1
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Taking expectations of the above inequality and using the law of iterated expectations as before

yields:

2
E{LQ@ + 1)} —E{LQ)}+ VE{p)} < B+ VWA +€ 12 +€) —¢ ZE{Qi(t)}

i=1

Summing the above over r € {0, 1, ..., T — 1} for some positive integer T yields:
T-1
E{L(Q(T)} —E{LQO)} +V Z E{p(t)} =< BT +VTW(A +€ A2 +€)
=0
t -1 2
—e ) ) E(Qi®) (3.28)
t=0 i=1

Rearranging terms in the above and neglecting non-negative quantities where appropriate yields the
following two inequalities:

T—1
B E{L(Q(0))
—gE{pm} < Vtel e+t
T—1 2 T
% SElg) < ZTYCITeR O g b BPON | ELLQO)
=0 i=1 € eT

where the first inequality follows by dividing (3.28) by V T and the second follows by dividing (3.28)
by €T . Taking limits as T — oo shows that:!

T-1

1 B
—A .
p:Tll)moofg(;E{p(t)} < Wlitetao+ (3.29)
i B VIW(.+€ h+e) — Pl
-~ . A A . ’ -
Q1+Q2=T1Lmoo?t2(;z;E{Qi(t)} = -+ - (3.30)
=0 1=

3.2.3 OPTIMIZING THE BOUNDS

The bounds (3.29) and (3.30) hold for any € that satisfies 0 < € < €,,4x (1), and hence they can be
optimized separately. Plugging €,,4x (A) into (3.30) shows that both queues are strongly stable. Using
€ = 01n (3.29) thus yields:

B
W(ki, ) <P < \P()»l,)»z)JrV (3.31)

Hn this simple example, the system evolves according to a countably infinite state space Discrete Time Markov Chain (DTMC),
and it can be shown that the limits in (3.29) and (3.30) are well defined.
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where the first inequality follows because our algorithm stabilizes the network and thus cannot
yield time average expected power lower than W (X1, A2), the infimum time average expected power
required for stability of any algorithm.

Because p > W(A1, A2), it can be shown that:

WA +eda+€) =P <WVA1+e€rr+€) —V(h, A) <2

where the final inequality holds because it requires at most one unit of energy to support each new
packet, and so increasing the total input rate from A1 + A2 to A1 + A2 + 2€ increases the minimum
required average power by at most 2¢. Plugging the above into (3.30) yields:

B
Q1+Q2S:+2V

The above holds for all € that satisfy 0 < € < €,,4x (1), and so plugging € = €4x (X) yields:

01+ 02 = +2V (3.32)

€max(X)

The performance bounds (3.31) and (3.32) demonstrate an [O(1/ V), O (V)] power-backlog trade-
off: We can use an arbitrarily large V' to make B/ V arbitrarily small, so that (3.31) implies the time
average power p is arbitrarily close to the optimum W (A1, A3). This comes with a tradeoff: The
average queue backlog bound in (3.32) is O (V).

3.2.4 SIMULATIONS OF THE DRIFT-PLUS-PENALTY ALGORITHM

Consider the previous example of Bernoulli arrivals with A1 = 0.3, A2 = 0.7, €,4x(A) = 0.12, B =
1.45, which corresponds to point Y in Fig. 3.1(b). Then the bounds (3.31)-(3.32) become:

1.45
p = ‘I’()»l,)»z)-l——v (3.33)
070, = Py (3.34)
T2 = o :

Figs. 3.3 and 3.4 plot simulations for this system together with the above power and backlog bounds.
Each simulated data point represents a simulation over 2 x 10° slots using a particular value of V.
Values of V in the range 0 to 100 are shown. It is clear from the figures that average power converges
to the optimal p* = 0.7 as V increases, while average backlog increases linearly in V.

Performance can be significantly improved by noting that the drift-plus-penalty algorithm
given in Section 3.2.1 never transmits from queue 1 unless Q1(r) > V (else, value[1] would be
positive). Hence, Q1(r) > Qf lace & max[V — 1, 0] for all slots # > 0, provided that this holds at
t = 0. Similarly, the algorithm never transmits from queue 2 unless Q2(¢) > V/2,and so Q2(t) >
Qé’laceé max[V /2 — 2, 0] for all slots # > 0, provided this holds at # = 0. It follows that we can
stack the queues with fake packets (called place-holder packets) that never get transmitted, as described
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Average power versus V Average backlog versus V
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Figure 3.3: Average power versus V with Figure 3.4: Average backlog versus V with
(A1, 22) = (0.3,0.7). (A1, 22) = (0.3,0.7).

in more detail in Section 4.8 of the next chapter. This place-holder technique yields the same power
guarantee (3.33), but it has a significantly improved queue backlog bound given by:

145
(with place-holders) Q1+ Q2 < 012 +2V —max[V — 1,0] — max[V /2 — 2, 0]

Thus, the average queue bound under the place-holder technique grows like 0.5V, rather than 2V as
suggested in (3.34), a dramatic savings when V is large. Simulations of the place-holder technique
are also shown in Figs. 3.3 and 3.4. The queue backlog improvements due to placeholders are quite
significant (Fig. 3.4), with no noticeable difference in power expenditure (Fig. 3.3). Indeed, the sim-
ulated power expenditure curves for the cases with and without place-holders are indistinguishable

in Fig. 3.3. A plot of queue values over the first 3000 slots is given in Chapter 4, Fig. 4.2.

3.3 GENERALIZATIONS

The reader can easily see that the analysis in this chapter, which considers an example system of
2 queues, can be repeated for a larger system of K queues. Indeed, in that case the “min drift-
plus-penalty” algorithm generalizes to choosing « () to maximize Z,le Ok(Dbr(a (1), S(1)) —
V p(a(t)). This holds for systems with more general channel states S(¢), more general resource
allocation decisions «(t), and for arbitrary rate functions l;k (a(r), S(1)) and “penalty functions”
p(a(t)). In particular:

* The vector S(f) might have an infinite number of possible outcomes (rather than just 6
outcomes).

* The decision a(f) might represent one of an infinite number of possible power allocation
options (rather than just one of three options). Alternatively, «(f) might represent one of an
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infinite number of more sophisticated physical layer actions that can take place on slot 7 (such
as modulation, coding, beamforming, etc.).

* The rate function by (a(t), S(r)) can be any function that maps a resource allocation decision
a(t) and a channel state vector S(¢) into a transmission rate (and does not need to have the
structure (3.2)).

* The “penalty” function p(ce(r)) does not have to represent power, and it can be any general
function of a(?).

The next chapter presents the general theory. It develops an important concept of wvirtual
queues to ensure general time average equality and inequality constraints are satisfied. It also considers
variable V algorithms that achieve the exact minimum average penalty subject to mean rate stability
(which typically incurs infinite average backlog). Finally, it shows how to analyze systems with
non-i.i.d. and non-ergodic arrival and channel processes.



45

CHAPTER 4
Optimizing Time Averages

This chapter considers the problem (1.1)-(1.5), which seeks to minimize the time average of a
network attribute subject to additional time average constraints. We first develop the main results
of Lyapunov drift and Lyapunov optimization theory.

4.1 LYAPUNOV DRIFT AND LYAPUNOV OPTIMIZATION

Consider asystem of N queues,andlet @ () = (©1(¢), ..., O (1)) be the queue backlog vector. The
reason we use notation @ () to represent a queue vector, instead of Q (1), is that in later sections we
define @(NA[Q(1), Z(t), H(1)], where Q(r) is a vector of actual queues in the network and Z (1),
H (t) are suitably chosen virfual queues. Assume the @(t) vector evolves over slots ¢ € {0, 1,2, ...}
according to some probability law. The components ©,,(r) are real numbers and can possibly be
negative. Allowing ©,(¢) to take negative values is often useful for the virtual queues that are
defined later.

As a scalar measure of the “size” of the vector ©(t), define a quadratic Lyapunov function

L(O(t)) as follows:

N
L(@(r))é% > w0, (1) (4.1)
n=1

where {w,}_, are a collection of positive weights. We typically use w, = 1 for all n, as in (3.11)
of Chapter 3, although different weights are often useful to allow queues to be treated differently.
This function L(©(r)) is always non-negative, and it is equal to zero if and only if all components
of O(t) are zero. Define the one-slot conditional Lyapunov drift A(©O(t)) as follows:!

AO)EE({L(O( + 1)) — L(O(1))|O(1)) (4.2)

This drift is the expected change in the Lyapunov function over one slot, given that the current state
in slot t is O ().

4.1.1 LYAPUNOV DRIFTTHEOREM

Theorem 4.1  (Lyapunov Drift) Consider the quadratic Lyapunov function (4.1), and assume
E{L(©(0))} < co. Suppose there are constants B > 0, € > 0 such that the following drift condition

IStrictly speaking, better notation would be A(@(7), 1), as the drift may be due to a non-stationary policy. However, we use the
simpler notation A(@(t)) as a formal representation of the right-hand-side of (4.2).
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holds for all slots T € {0, 1, 2, ...} and all possible O(T):

N
A@O() < B—€)_ |0,(7)] (4.3)

n=1

Then:
a) If e = 0 then all queues ©,,(t) are mean rate stable.
b) If e > 0, then all queues are strongly stable and:

1 t—1 N B
limsup;ZZ]Eﬂ@n(rH} <= (4.4)

=00 t=0n=1

Proof. We first prove part (b). Taking expectations of (4.3) and using the law of iterated expectations

yields:
N
E{LO( + 1)} -E{L(O()} <B—¢ ZEﬂ@n(TH}
n=1
Summing the above over T € {0, 1, ..., ¢ — 1} for some slot # > 0 and using the law of telescoping
sums yields:
t—1 N
E{L(©()} —E{LOO)} < Bi —e 3 Y E{|0,(0)]} (4.5)
7=0n=1
Now assume that € > 0. Dividing by f€, rearranging terms, and using the fact that E {L(©(¢))} > 0
yields:
1 A B E{L®(©0)))
Y DY B =+ ——— (4.6)
Bt € €t

The above holds for all slots 7 > 0. Taking a limit as # — 0o proves part (b).
To prove part (a), we have from (4.5) that for all slots 7 > 0:

E{L(O())} —E{L(©(0))} < Bt

Using the definition of L(©(t)) yields:

N
Y wE[e,?] <EL@©O)) + B
n=l1

Therefore, foralln € {1, ..., N}, we have:

E {®n(t)2} < EILOON} | 2Bt

Wp Wp
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However, because the variance of |®,(¢)| cannot be negative, we have E {@n (t)z} > E{0,®))%.
Thus, for all slots > 0, we have:

E{|®n<t>|}f\/w+@ 47)

Wy Wn

Dividing by ¢ and taking a limit as  — 0o proves that:

E 2EA{L 2B
i EIOOD _ \/ Lo, 25 _,
t—00 t 1—00 t“wy twy
Thus, all queues ®,(7) are mean rate stable, proving part (a). O

The above theorem shows that if the drift condition (4.3) holds with € > 0, so that A(@(¢)) <
B, then all queues are mean rate stable. Further, if € > 0, then all queues are strongly stable with time
average expected queue backlog bounded by B/e. We note that the proof reveals further detailed
information concerning expected queue backlog for all slots # > 0, showing how the affect of the
initial condition @(0) decays over time (see (4.6) and (4.7)).

4.1.2 LYAPUNOV OPTIMIZATION THEOREM

Suppose that, in addition to the queues ©(f) that we want to stabilize, we have an associated
stochastic “penalty” process y(f) whose time average we want to make less than (or close to) some
target value y*. The process y(t) can represent penalties incurred by control actions on slot 7, such
as power expenditures, packet drops, etc. Assume the expected penalty is lower bounded by a finite
(possibly negative) value yjin, so that for all # and all possible control actions, we have:

E{y(®} = Ymin (4.8)

Theorem 4.2 (Lyapunov Optimization) Suppose L(O(t)) and ymin are defined by (4.1) and (4.8),
and that E{L(©(0))} < 0o. Suppose there are constants B > 0,V > 0, € > 0, and y* such that for all
slotst € {0, 1,2, ...} and all possible values of O (7)), we have:

N
A@(D)) + VE{y(1)|®(0)) < B+ Vy* —€ Y 0,(1)] (4.9)

n=1
Then all queues O, (t) are mean rate stable. Further, if V > 0 and € > 0 then time average expected
penalty and queue backlog satisfy:

1] B
li — E < i 4.10
ltnligpt;) b@b = Yty (4.10)
1 e v B+ V(y* = ymin)
li - E{|® < m 411
imsup = > ) E(1O.(DI} = - (4.11)

t=0n=1
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Finally, if V.= 0 then (4.11) still holds, and if € = O then (4.10) still holds.

Proof. Fix any slot 7. Because (4.9) holds for this slot, we can take expectations of both sides and
use the law of iterated expectations to yield:

N
E{L@®( + 1))} —E{LO@)} + VE{y(r)} < B+ Vy" —¢ ZEH@n(T)I}

n=1
Summing over T € {0, 1, ..., ¢ — 1} for some ¢t > 0 and using the law of telescoping sums yields:
—1 t—1 N
E{L©)} —E{LOON}+V Y E{y(m)} <B+VyHr—ed Y E{O,@)) (412)
=0 =0n=1

Rearranging terms and neglecting non-negative terms when appropriate, it is easy to show that the
above inequality directly implies the following two inequalities for all # > 0:

1 . B E{LO©))

;;E{y(r)} S A (4.13)
1 B+ V(G = ymin)  E{L(O0))}
22D Elen@l) = - + (4.14)

t=0n=1

where (4.13) follows by dividing (4.12) by V¢, and (4.14) follows by dividing (4.12) by et. Taking
limits of the above as t — 0o proves (4.10) and (4.11).
Rearranging (4.12) also yields:

E{L(®)} < E{L(OON}+ (B+ V(" — ymin)t

from which mean rate stability follows by an argument similar to that given in the proof of Theorem
4.1. 0

Theorem 4.2 can be understood as follows: If for any parameter V > 0, we can design a control
algorithm to ensure the drift condition (4.9) is satisfied on every slot 7, then the time average expected
penalty satisfies (4.10) and hence is either less than the target value y*, or differs from y* by no
more than a “fudge factor” B/ V, which can be made arbitrarily small as V' is increased. However, the
time average queue backlog bound increases linearly in the V parameter, as shown by (4.11). This
presents a performance-backlog tradeoff of [O(1/ V), O(V)]. Because Little’s Theorem tells us that
average queue backlog is proportional to average delay (129), we often call this a performance-delay
tradeoff. The proof reveals further details concerning the affect of the initial condition @(0) on time
average expectations at any slot 7 (see (4.13) and (4.14)).
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This result suggests the following control strategy: Every slot 7, observe the current @(7)
values and take a control action that, subject to the known ©(7), greedily minimizes the drift-plus-
penalty expression on the left-hand-side of the desired drift inequality (4.9):

A(O(7)) + VE{y(1)|O(1)} (4.15)

It follows that if on every slot , there exists a particular control action that satisfies the drift require-
ment (4.9), then the drift-plus-penalty minimizing policy must also satisfy this drift requirement.
For intuition, note that taking an action on slot 7 to minimize the drift A(@(7)) alone would
tend to push queues towards a lower congestion state, but it may incur a large penalty y(7). Thus,
we minimize a weighted sum of drift and penalty, where the penalty is scaled by an “importance”
weight V, representing how much we emphasize penalty minimization. Using V = 0 corresponds
to minimizing the drift A(@(7)) alone, which reduces to the Tassiulas-Ephremides technique for
network stability in (7)(8). While this does not provide any guarantees on the resulting time average
penalty y(7) (as the bound (4.10) becomes infinity for V = 0), it still ensures strong stability by (4.11).
The case for V > 0 includes a weighted penalty term in the greedy minimization, and corresponds
to our technique for joint stability and performance optimization, developed for utility optimal flow
control in (17)(18) and used for average power optimization in (20)(21) and for problems similar to

the type (1.1)-(1.5) and (1.6)-(1.11) in (22).

4.1.3 PROBABILITY1 CONVERGENCE

Here we present a version of the Lyapunov optimization theorem that treats probability 1 conver-
gence of sample path time averages, rather than time average expectations. We have the following
preliminary lemma, related to the Kolmogorov law of large numbers:

Lemma4.3  Let X (t) be a random process defined overt € {0, 1,2, ...}, and suppose that the following
hold:

- E {X(t)z} is finite for all t € {0, 1,2, ...} and satisfres:

o Thereis areal-valued constant B such thatforallt € {1,2,3, ...} and all possible X (0), ..., X (t —
1), the conditional expectation satisfies:

E{X®OIXt—-1,X(t—-2),....,X0)} <8

Then:

t—1

lim sup % Y X =B (wpl)
=0

1—00
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where ‘(w.p.1)” stands for “with probability 1.”

A proof of this lemma is given in (138) as a simple application of the Kolmogorov law of large
numbers for martingale differences. See (139)(140)(130)(141) for background on martingales and a
statement and proof of the Kolmogorov law of large numbers. The lemma is used in (138) to prove
the probability 1 version of the Lyapunov optimization theorem given below.

Let ©(r) be a vector of queues and y(f) a penalty process, as before. Rather than defining
a drift that conditions on ©(¢), we must condition on the full Aistory H(t), which includes values
of O(7) for v € {0, ..., t} and values of y(7) for t € {0, ..., — 1}. Specifically, for integers t > 0
define:

H(t)é{@(()), O(),...,0(),y0), y(),...,yt—=1)}
Define A(z, H(z)) by:

A(t, H)AE(L(O(t + 1)) — L(O1))|H(1)}
Assume that:

* The penalty process y(f) is deterministically lower bounded by a (possibly negative) constant
Ymin, SO that:

V() = Ymin YVt (w.p.1) (4.16)

* The second moments E {y(t)z} are finite forall7 € {0, 1, 2, ...}, and:

00 2
> E{yt#} <00 (4.17)

t=1

* There is a finite constant D > 0 such that foralln € {1, ..., N}, all #, and all possible H(z),
we have:

E {(®n(t +1D - ®n(t))4|H(t)} =D (4.18)

so that conditional fourth moments of queue changes are uniformly bounded.

Theorem 4.4 (Lyapunov Optimization with Probability 1 Convergence) Define L(©(t)) by (4.1),
assume that ©(0) s finite with probability 1, and suppose that assumptions (4.16)-(4.18) hold. Suppose
there are constants B > 0,V > 0, € > 0, and y* such that for all slots T € {0, 1, 2, ...} and all possible
H (), we have:

N
AT, H(D) + VE{y@OIH@®} < B+ Vy" —¢ Z 1©n ()]

n=1
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Then all queues ©,(t) are rate stable, and:

1=t B
li - < Y4+ = (wpl 4.19
1trgsogpt§)y(r) < vy +V (w.p.1) (4.19)
Y B+ V(Y* — Ypin)
lim sup — O,() < L (w.p.1) (4.20)
msup - ;; 2 (0)] - p

Further, if these same assumptions hold, and if there is a value v’ such that the Sollowing additional
inequality also holds for all T and all possible O (t):

A(r, H(D)) + VE{y()|H(D)} < B+ VY’

Then:

t—1

limsup%Zy(t) <y +B/V (w.p.l) (4.21)

t—00
=0

Proof. Fix ©(0) as a given finite initial condition. Define the process X (¢) for t € {0, 1,2, ...} as
follows:

N
XOELO@ +1)) = L(O®) + Vy(t) = B = Vy* +€ Y |0,()]

n=1

The conditions on y(f) and ©(r) are shown in (138) to ensure that the queues ®,,(¢) are rate stable,
that E {X(t)z} is finite for all 7, and that for all # > 0 and all possible values of X (t — 1), ..., X (0):

Y A <o E(X@IXE-1.X(—2).....X(0)} <0

Thus, we can apply Lemma 4.3 to X () to yield:

1 t—1
limsup~ Y " X(r) <0 (w.p.1) (4.22)
t—00 t‘[:O

However, by definition of X (¢), we have for all > 0:

1 LO®) — LO®©0) 1< al .
S XD = . +o 2 | VY@ +e) 10D | =B = Vy

=0 =0 n=1
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Rearranging terms in the above inequality and neglecting non-negative terms where appropriate
directly leads to the following two inequalities that hold for allz > 0 :

L5 —L@©©) 15 .
ng(r) > T-I—;Z(:)y(r)—[B/V—i—y]
(1 -1 N .
LY X 2 ZHOO) L IS S g, ) - LB V07 = o)
=0 t=0n=1

Taking limits of the above two inequalities and using (4.22) proves the results (4.19)-(4.20). A similar
argument proves (4.21). O

Conditioning on the history H(7) is needed to prove Theorem 4.4 via Lemma 4.3. A policy that
greedily minimizes A(t, H(t)) + VE {y(#)|H ()} every slot will also greedily minimize A(®O(z)) +
VE {y(1)|®(t)}. In this text, we focus primarily on time average expectations of the type (4.10) and
(4.11), with the understanding that the same bounds can be shown to hold for time averages (with
probability 1) if the additional assumptions (4.16)-(4.18) hold.

4.2 GENERAL SYSTEM MODEL

31—~ QO —= b4 Attributes:
1)y forlin{l,.. L}
a2(t)—> Qz(t) e b2(t) 2) ej(t) forjin {1, ..., J}

! Random State: w(t)
Control Action: o(t)

ay(h—| Q) > by()

Figure 4.1: An illustration of a general K-queue network with attributes y; (¢), e; (¢).

Consider now a system with queue backlog vector Q(¢) = (Q1(t), ..., Qk (1)), as shown in
Fig. 4.1. Queue dynamics are given by:

Qi (r + 1) = max[Qx(r) — b (1), 0] + ax (1) (4.23)

where a(t) = (ai(t), ..., ak(t)) and b(t) = (b1(?), ..., b (t)) are general functions of a random
event w(t) and a control action a(t):

ar(t) = ar(a(t), (1)) , br(t) = bi(a(t), o (1))
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Everyslot the network controller observes w (¢) and chooses an action a(¢) € Ay (r). The set Ay 1) is
the action space associated with event w (¢). In addition to affecting these arrival and service variables,
o(t) and w(t) also determine the attribute vectors x(t), y(z), e(t) according to general functions
Em (o, w), Yi(@, ), €j(a, w), as described in Section 1.2.

We assume that w(¢) is a stationary process with a stationary probability distribution 7 ().
Assume that w () takes values in some sample space Q. If © is a finite or countably infinite set,
then for each w € Q, m(w) represents a probability mass function associated with the stationary
distribution, and:

Prio(t) = w] = 7(w) Y1 €{0,1,2,...} (4.24)

If Q is uncountably infinite, then we assume w () is a random vector, and that 7 (w) represents a
probability density associated with the stationary distribution. The simplest model, which we mainly
consider in this text, is the case when w(¢) is 1.1.d. over slots ¢ with stationary probabilities 7 (w).

4.2.1 BOUNDEDNESS ASSUMPTIONS

The arrival function ai (e, ) is assumed to be non-negative for all @ € Q2 and all « € A,,. The
service function by (+) and the attribute functions £, (), J1(-), € (-) can possibly take negative values.
All of these functions are general (possibly non-convex and discontinuous). However, we assume that
these functions, together with the stationary probabilities 77 (w), satisfy the following boundedness
properties: For all ¢ and all (possibly randomized) control decisions a(f) € A (r), we have:

1[-3{ak((x(z),a)(t))2 < 0% Vkell,...,K} (4.25)
E{Bk(a(z),w(t))2 < o2 Vke(l,....K) (4.26)
]E{)Em(a(t),a)(t))2 < o2 Vmel{l,...,M) (4.27)
]E{)?l(oc(t),a)(t))z < o Vie{l,....L) (4.28)
E{éj(ot(t),a)(t))z < o2 Vjiell,....J) (4.29)

for some finite constant o> > 0. Further, for all ¢ and all actions a(t) € A/, we require the
expectation of yo(7) to be bounded by some finite constants yo min, Y0,max:

Yomin < E{Fo(e(t), ()} < y0,max (4.30)

43 OPTIMALITY VIA »-ONLY POLICIES

Foreachl € {0, 1, ..., L}, define y;(¢) as the time average expectation of y; () over the first ¢ slots
under a particular control strategy:

t—1

1
0SS ANTO)

=0
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where the expectation is over the randomness of the @ (t) values and the random control actions.
Define time average expectations ai (t), bie(t),e j(t) similarly. Define y; and e; as the limiting values
of y;(¢) and e (1), assuming temporarily that these limits are well defined. We desire a control policy
that solves the following problem:

Minimize: Yo

Subjectto: 1) y, <0Vief(l,...,L}
2) e;=0Vjefl,....,J}
3) Queues Qy(t) are mean rate stable Vk € {1, ..., K}
4) a(t) e Ape) VYt

The above description of the problem is convenient, although we can state the problem more precisely
without assuming limits are well defined as follows:

Minimize: lim sup yq (1) (4.31)
Subject to: 1) litgéﬁpyl(r) <0Viefl,...,L} (4.32)
2) tli;g:%j(t)z()‘v’je{l,...,./} (4.33)
3) Queues Qy(t) are mean rate stable Yk € {1, ..., K} (4.34)
4) a(t) e Ape) Yt (4.35)

An example of such a problem is when we have a K-queue wireless network that must be
stabilized subject to average power constraints P; < Pf* for each node / € {1, ..., L}, where P,
represents the time average power of node /, and P/"" represents a pre-specified average power
constraint. Suppose the goal is to maximize the time average of the total admitted traffic. Then yo(?)
is —1 times the admitted traffic on slot . We also define y;(t) = P;(t) — P/'", being the difference
between the average power expenditure of node / and its time average constraint, so that y; <0
corresponds to P; < PV, In this example, there are no time average equality constraints, and so
J = 0. See also Section 4.6 and Exercises 2.11, 4.7-4.14 for more examples.

Consider now the special class of stationary and randomized policies that we call w-only
policies, which observe w(¢) for each slot # and independently choose a control action a (1) € A1)
as a pure (possibly randomized) function of the observed w(r). Let a*(r) represent the decisions
under such an w-only policy over time t € {0, 1, 2, ...}. Because w (¢) has the stationary distribution
7 (w) for all 7, the expectation of the arrival, service, and attribute values are the same for all 7:

E{i(@* ), @)} = 3 VI e{01,...,L)
E{é;(@*(t), w()} = e Vje{l,...,J}
E{a(@* (1), o)} = a Vke(l,...,K)
E{Bk(a*(z),w(t))} = by Vke(l,...,K}

for some quantities y,, €, ax, b In the case when € is finite or countably infinite, the expectations
above can be understood as weighted sums over all w values, weighted by the stationary distribution
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7 (w). Specifically:

E{i@* ). 00)) =Y n@E [5i@*@). o)lo@) = o

we

The above expectations y;, €, d, bk are finite under any @-only policy because of the bound-
edness assumptions (4.25)-(4.30). In addition to assuming w(f) is a stationary process, we make
the following mild “law of large numbers” assumption concerning time averages (not time average
expectations): Under any w-only policy ¥ (¢) that yields expectations ;, €, ak, by on everyslot 7, the
infinite horizon time averages of y;(a* (1), (1)), € (™ (1), w (1)), a(a* (1), w(t1)), br(a* (1), (1))
are equal to y;, e}, ax, by with probability 1. For example:

1 t—1
lim_ ;;)Ma*(r),w(r)) =y, (w.p.1)

t—

where “(w.p.1)” means “with probability 1.” This is a mild assumption that holds whenever w(t) is
i.i.d. over slots. This is because, by the law of large numbers, the resulting 3; (a*(¢), w(t)) process
is 1.i.d. over slots with finite mean y;. However, this also holds for a large class of other stationary
processes, including stationary processes defined over finite state irreducible Discrete Time Markov
Chains (as considered in Section 4.9). It does nor hold, for example, for degenerate stationary
processes where @(0) can take different values according to some probability distribution, but is
then held fixed for all slots thereafter so that w(f) = w(0) for all 7.

Under these assumptions, we say that the problem (4.31)-(4.35) is feasible if there exists a
control policy that satisfies the constraints (4.32)-(4.35). Assuming feasibility, define ygp " as the in-
fimum value of the cost metric (4.31) over all control policies that satisfy the constraints (4.32)-(4.35).
This infimum is finite by (4.30). We emphasize that ygp " considers all possible control policies that
choose a(t) € Ay (s over slots 7, not just w-only policies. However, in Appendix 4.A, it is shown that
o ! can be computed in terms of w-only policies. Specifically, it is shown that the set of all possible
limiting time average expectations of the variables [(y; (7)), (¢;(?)), (ax (1)), (bx(?))], considering all
possible algorithms, is equal to the closure of the set of all one-slot averages [(¥,), (¢;), (ax), (bp)]
achievable under w-only policies. Further, the next theorem shows that if the problem (4.31)-(4.35)
is feasible, then the utility ygp " and the constraints y; <0,e; <0,a; < by can be achieved arbitrarily
closely by w-only policies.

Theorem4.5  (Optimality over w-only Policies) Suppose the w(t) process is stationary with distribution
7 (w), and that the system satisfies the boundedness assumptions (4.25)-(4.30) and the law of large numbers
assumption specified above. If the problem (4.31)-(4.35) is feasible, then for any § > O there is an w-only
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policy a*(t) that satisfies a*(t) € Ay) for all t, and.:

E{Soe*®), w@)} < v’ +8 (4.36)
E{%* ), w@)} =< 8§ Vie{l,...,L} (4.37)
E{ej@* @), 0N} <= & Vje{l,...,J} (4.38)
E{are* (1), o))} < E{l;k(a*(t),w(t))}—i-é Vke(l,...,K) (4.39)
Proof. See Appendix 4.A. O

The inequalities (4.36)-(4.39) are similar to those seen in Chapter 3, which related the ex-
istence of such randomized policies to the existence of linear programs that yield the desired time
averages. The stationarity of w(r) simplifies the proof of Theorem 4.5 but is not crucial to its result.
Similar results are derived in (15)(21)(136) without the stationary assumption but under the addi-
tional assumption that w(r) can take at most a finite (but arbitrarily large) number of values and has
well defined time averages.

We have stated Theorem 4.5 in terms of arbitrarily small values § > 0. It may be of interest
to note that for most practical systems, there exists an w-only policy that satisfies all inequalities
(4.36)-(4.39) with § = 0. Appendix 4.A shows that this holds whenever the set I, defined as the set
of all one-slot expectations achievable under w-only policies, is closed. Thus, one may prefer a more
“aesthetically pleasing” version of Theorem 4.5 that assumes the additional mild closure property in
order to remove the appearance of “” in the theorem statement. We have presented the theorem in
the above form because it is sufficient for our purposes. In particular, we do not require the closure
property in order to apply the Lyapunov optimization techniques developed next.

4.4 VIRTUAL QUEUES

To solve the problem (4.31)-(4.35), we first transform all inequality and equality constraints into
queue stability problems. Specifically, define virfual queues Z;(t) and H;(t) for eachl € {1,..., L}
and j € {1, ..., J}, with update equations:

Zi(t+1) = max[Z;(t) + (1), 0] (4.40)
Hi(t+1) = H;(t)+ejt) (4.41)

The virtual queue Z;(7) is used to enforce the y; < 0 constraint. Indeed, recall that if Z;(7) satisfies
(4.40) then by our basic sample path properties in Chapter 2, we have for all r > 0:

Zi(1) ZI(O) =
ST
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Taking expectations of the above and taking t — 0o shows:

lim su
r—o0

P —E {le(t)} > lim sup y, ()

—00

where we recall that y;(r) is the time average expectation of y;(t) over T € {0, ..., ¢ — 1}. Thus, if
Z,(t) is mean rate stable, the left-hand-side of the above inequality is O and so:

limsupy;(r) <0

—00
This means our desired time average constraint for y;(7) is satisfied. This turns the problem of
satisfying a time average inequality constraint into a pure queue stability problem! This discussion
is of course just a repeated derivation of Theorem 2.5 (as well as Exercise 2.11).
The virtual queue H;(t) is designed to turn the time average equality constraint e ; = 0 into a
pure queue stability problem. The H () queue has a different structure, and can possibly be negative,

because it enforces an equality constraint rather than an inequality constraint. It is easy to see by
summing (4.41) that for any r > 0:

t—1
Hj(t) — Hj(0) = > ej(t)
=0

Taking expectations and dividing by # yields:

E{H;n}-E{H;0)]}
t

=2;(t) (4.42)

Therefore, if H;(t) is mean rate stable then:?
lim Ej =0
—00

so that the desired equality constraint for e (#) is satisfied.

It follows that if we can design a control algorithm that chooses a (1) € Ay, () for all 7, makes
all actual queues Qy () and virtual queues Z;(t), H;(t) mean rate stable, and yields a time average
expectation of yo(r) that is equal to our target ygp ! then we have solved the problem (4.31)-(4.35).
This transforms the original problem into a problem of minimizing the time average of a cost function
subject to queue stability. We assume throughout that initial conditions satisty Z;(0) > 0 for all
le{l,...,L}, H;j(0) € Rforall j € {I,..., J},and that E {Z;(0)*} < oo and E {H;(0)*} < o0
forall/ and j.

2Note by Jensen’s inequality that 0 < |[E{H (1)} | < E{|H(1)|},and so it E{|H (t)|} /t — 0, then E{H (1)} /t — 0.
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4.5 THE MIN DRIFT-PLUS-PENALTY ALGORITHM

Let®(t) = [Q(1), Z(t), H(1)] be a concatenated vector of all actual and virtual queues, with update
equations (4.23), (4.40), (4.41). Define the Lyapunov function:

1 & 1< 1<
LOM)Z5 Y 0 +5 ) 20 + 5 ) H(@)? (4.43)
k=1 =1

j=1

If there are no equality constraints, we have J = 0 and we remove the H;(¢) queues. If there are no
inequality constraints, then L = 0 and we remove the Z;(7) queues.

Lemma 4.6  Suppose w(t) is i.i.d. over slots. Under any control algorithm, the drift-plus-penalty ex-
pression has the following upper bound for all t, all possible values of O(t), and all parameters V > 0:

K
AOM) +VE{y®IO®)} = B+ VE{y®O01)}+ Z Ok (DE {ar (1) — bi(1) | ©(1)}
k=1

L J
+ Y ZIOE i OIOM} + Y Hi(OE {e;()|O(1)} (4.44)

1=1 j=1

where B is a positive constant that satisfies the following for all t:

K L
B = %ZE{“k(t)2+bk(t)2|9(t)}+%ZE{)’1(I)2|®(I)}
k=1 I1=1
J K
+% > E [e;r0m)] - XZ:E {bcvaniom] (4.45)

Il
-

J 1

where we recall that l;k (t) = min[ Qk (1), br(t)]. Such a constant B exists because w(t) is i.1.d. and the
boundedness assumptions in Section 4.2.1 hold.

Proof. Squaring the queue update equation (4.23) and using the fact that max[g — b, 01> < (g — b)?
yields:

Ot +1)* < (Qu() = bi(1)” + ax(1)* + 2 max[ Qx (1) — b (1), Olag (¢)
= (Qk(®) = br())* + ax (1) 4+ 2(Qk(t) — bi(1))ax (1) (4.46)

Therefore:

0kt + 1% = Ok _ ax(®? + bi(1)?
2 - 2

— br()ar(t) + Qr(D)ax(t) — br(1)]
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Similarly,
Zit+ 1)? = Z,(1)? 1)?
D720 4 2wy (4.47)
Hj(t+1)> — H;(t)? (1)?
j( )2 j() 261(2) +Hj(t)€j(t)
Taking conditional expectations of the above three equations and summing over k € {1, ..., K},
le{l,....,L}, jef{l,...,J} gives a bound on A(O(r)). Adding VE {yo(7)|®(7)} to both sides
proves the result. O

Rather than directly minimize the expression A(@(t)) + VE {yo(#)|®()} every slot ¢, our
strategy actually seeks to minimize the bound given in the right-hand-side of (4.44). This is done via
the framework of opportunistically minimizing a (conditional) expectation as described in Section
1.8 (see also Exercise 4.5), and the resulting algorithm is given below.

Min Drift-Plus-Penalty Algorithm for solving (4.31)-(4.35): Every slot t, observe the current
queue states O(7) and the random event w (), and make a control decision « (1) € Ay (r) as follows:

Minimize:  V3o(a(t), o(1)) + S0y Or(Olar(a(r), o(1)) — b (a(t), w(1))]
+ 3 ZIOFia®), o®) + YTy Hi(t)é (), o (1) (4.48)
Subject to: a(t) € Ay (4.49)

Then update the virtual queues Z;(t) and H;(t) according to (4.40) and (4.41), and the actual queues
Qk (1) according to (4.23).

A remarkable property of this algorithm is that it does not need to know the probabilities 77 ().
After observing w(?), it seeks to minimize a (possibly non-linear, non-convex, and discontinuous)
function of & over all @ € A, (). Its complexity depends on the structure of the functions dx(-),
br(), 91(), & ;(-). However, in the case when the set A, (;) contains a finite (and small) number of
possible control actions, the policy simply evaluates the function over each option and chooses the
best one.

Before presenting the analysis, we note that the problem (4.48)-(4.49) may not have a well
defined minimum when the set A, ;) is infinite. However, rather than assuming our decisions obtain
the exact minimum every slot (or come close to the infimum), we analyze the performance when our
implementation comes within an additive constant of the infimum in the right-hand-side of (4.44).

Definition 4.7  For a given constant C > 0, a C-additive approximation of the drift-plus-penalty
algorithm is one that, every slot # and given the current @ (r), chooses a (possibly randomized) action
a(r) € Ay that yields a conditional expected value on the right-hand-side of the drift expression
(4.44) (given O (1)) that is within a constant C from the infimum over all possible control actions.

Definition 4.7 allows the deviation from the infimum to be in an expected sense, rather than a
deterministic sense, which is useful in some applications. These C-additive approximations are also
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useful for implementations with out-of-date queue backlog information, as shown in Exercise 4.10,
and for achieving maximum throughput in interference networks via approximation algorithms, as
shown in Chapter 6.

Theorem 4.8  (Performance of Min Drift-Plus-Penalty Algorithm) Suppose that w(t) is i.1.d. over slots
with probabilities w(w), the problem (4.31)-(4.35) is feasible, and that E{L(©(0))} < oco. Fix a value
C > 0. If we use a C-additive approximation of the algorithm every slot t, then:

a) Time average expected cost satisfies:

= B4C
lim sup — E )} <y 4+ 4.50
msup - Z(:) {yo(D)} < ¥y v (4.50)

where y(())p " s the infimum time average cost achievable by any policy that meets the required constraints,
and B is defined in (4.45).

b) All queues Qi (t), Zi(t), Hj(t) are mean rate stable, and all required constraints (4.32)-(4.35)
are satisfied.

¢) Suppose there are constants € > 0 and V() for which the Slater condition of Assumption Al
holds, stated below in (4.61)-(4.64). Then:

t—1 K

lim sup ; Z Z]E {Ok(D)} <

=00 % _0k=1

B+C+V[¥(e) -y
€

(4.51)

where [W(e) — ygpt] = Y0,max — Y0,min> andyo,miny Y0,max are dqﬁ‘n“{ in (4-30)-

We note that the bounds given in (4.50) and (4.51) are not just infinite horizon bounds:
Inequalities (4.58) and (4.59) in the below proof show that these bounds hold for all time 7 > 0 in
the case when all initial queue backlogs are zero, and that a “fudge factor” that decays like O (1/1)
must be included if initial queue backlogs are non-zero. The above theorem is for the case when
w(1) is i.i.d. over slots. The same algorithm can be shown to offer similar performance under more
general ergodic w () processes as well as for non-ergodic processes, as discussed in Section 4.9.

Proof. (Theorem 4.8) Because, every slot ¢, our implementation comes within an additive constant
C of minimizing the right-hand-side of the drift expression (4.44) over all a(r) € A ), we have
for each slot #:

AO®) + VE{®)|O@®)} =< B+C+VE{ynl0®n}

L J
+ Y ZWE 0100} + Y HOE |/ 0)100)]
=1

j=1

K
+> " OkE {af () — bi (1) | O@)} (4.52)

k=1
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where a; (1), b (1), y/ (), e;'f (t) are the resulting arrival, service, and attribute values under
any alternative (possibly randomized) decision a*(¢) € Ay (). Specifically, a (O Ear(@* (1), w(1)),
b,f(t)ébk(oz*(t), w(1)), yf(t)éle(oz*(t), (1)), ej(f)ééj (a*(1), w(1)).

Now fix § > 0, and consider the w-only policy o*(¢) that yields (4.36)-(4.39). Because this
is an w-only policy, and w(t) is i.i.d. over slots, the resulting values of y(¢), a; (t), bi(t), ejf(t) are
independent of the current queue backlogs ©(7), and we have from (4.36)-(4.39): '

E{ysn0n} = E{yj®)} <y +35 (4.53)
E{y0lemn} = E{y®}=<s Vie{l,...,L} (4.54)
|]E{e;f(z)|®(t)}| = |E{e7(r)}|§5 Vie(l,...,J) (4.55)
E{ai(t) —bp0|©®)} = Efaf)—bit)} <8 Vkefl,...,K} (4.56)

Plugging these into the right-hand-side of (4.52) and taking § — 0 yields:
AO(1) + VE {yo()|®(t)} < B+ C + Vy" (4.57)

This is in the exact form for application of the Lyapunov Optimization Theorem (Theorem 4.2).
Hence, all queues are mean rate stable, and so all required time average constraints are satisfied,
which proves part (b). Further, from the above drift expression, we have for any ¢ > 0 (from (4.13)
of Theorem 4.2, or simply from taking iterated expectations and telescoping sums):

e ot B+C  E{LO(0))}
;;}E{yo(r)}Syo’”wL Tt (4.58)

which proves part (a) by taking a lim sup as r — oc.
To prove part (c), assume Assumption Al holds (stated below). Plugging the w-only policy
that yields (4.61)-(4.64) into the right-hand-side of the drift bound (4.52) yields:

K
A@O®) + VE {yo(1)|®)} < B+ C+ VW(e) —€ Y Ort)
k=1

Taking iterated expectations, summing the telescoping series, and rearranging terms as usual yields:

1 L& B+C+V[W(e) -1y IR E{L@©(
! ZZE{Q"(T)} - [W(e) g 72 =0 E{yo(0)}] n { (Et( )} (4.59)
7=0 k=1

However, because our algorithm satisfies all of the desired constraints of the optimization problem
(4.31)-(4.35), its limiting time average expectation for yo(r) cannot be better than ygp L

1 t—1
liminf — Y E{y(t)} > yg"" (4.60)
—00 tt:O
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Indeed, this fact is shown in Appendix 4.A (equation (4.96)). Taking a lim sup of (4.59) as t — o0
and using (4.60) yields:

_ 1 A& B+ C+ V[¥(e) — y']
hmsup;ZZ]E{Qk(l')} =< c 0
=00 T 0 k=1

|

The following is the Assumption Al needed in part (c) of Theorem 4.8.
Assumption A1 (Slater Condition): There are values € > 0 and W(¢) (where y(’)"i" <WY(e) <
¥5'“*) and an w-only policy a*(¢) that satisfies:

E {Jo(a* (1), @(1))} = W(e) (4.61)
E{fi(@*®), @)} < 0 Vie{l,...,L} (4.62)
E{é;(@* (), w@)} = 0 VYjefl,...,J} (4.63)
E{a@ 0,000} = E{b@ ®.00))-c vkell,....K) (4.64)

Assumption Al ensures strong stability of the Qx (f) queues. However, often the structure of
a particular problem allows stronger deterministic queue bounds, even without Assumption Al (see
Exercise 4.9). A variation on the above proof that considers probability 1 convergence is treated in
Exercise 4.6.

4.5.1 WHERE ARE WE USING THE 1.1.D. ASSUMPTIONS?
In (4.53)-(4.56) of the above proof, we used equalities of the form E {yl* (t)l@(t)} =K {yl* (t)},

which hold for any w-only policy a*(f) when w(¢) is i.i.d. over slots. Because past values of w(7)
for T < t have influenced the current queue states ©(¢), this influence might skew the conditional
distribution of w () (given ©(r)) unless w(r) is independent of the past. However, while the i.i.d.
assumption is crucial for the above proof, it is no# crucial for efficient performance of the algorithm,
as shown in Section 4.9.

4.6 EXAMPLES

Here we provide examples of using the drift-plus-penalty algorithm for the same systems considered
in Sections 2.3.1 and 2.3.2. More examples are given in Exercises 4.7-4.15.

4.6.1 DYNAMIC SERVER SCHEDULING

Example Problem.: Consider the 3-queue, 2-server system described in Section 2.3.1 (see Fig. 2.1).
Define w(1)2(a; (1), as (1), a3(t)) as the random arrivals on slot 7, and assume w (¢) is i.i.d. over slots
with E {a; (1)} = A, E {a;i (1)*} = E {a?} fori € {1,2,3}.

a) Suppose (A1, A2, A3) € A, where we recall that A is defined by the constraints 0 < 4; < 1
foralli € {1,2,3},and A1 + A2 + A3 < 2. State the drift-plus-penalty algorithm (with V = 0 and
C = 0) for stabilizing all three queues.
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b) Suppose the Slater condition (Assumption A1) holds for a value € > 0. Using the drift-
plus-penalty algorithm with V = 0, C = 0, derive a value B such that time average queue backlog
satisfies Q1 + Q2 + O3 < B/e,where Q1 + Q> + 03 is the lim sup time average expected backlog
in the system.

¢) Suppose we must choose b(t) € {(1, 1,0), (1,0, 1), (0, 1, 1)} every slot 7. Suppose that
choosing b(t) = (1, 1,0) or b(t) = (1,0, 1) consumes one unit of power per slot, but using the
vector b(t) = (0, 1, 1) uses two units of power per slot. State the drift-plus-penalty algorithm (with
V > 0and C = 0) that seeks to minimize time average power subject to queue stability. Conclude
that p < p°”" + B/V, where p is the limsup time average expected power expenditure of the
algorithm, and p°"" is the minimum possible time average power expenditure required for queue
stability. Assuming the Slater condition of part (b), conclude that 01+ 02+ 03<(B+V)/e.

Solution:

a) We have K = 3 with queues Q(r), Q2(t), Q3(t). There is no penalty to minimize, so
yo(t) = 0 (and so we also choose V' = 0).There are no additional y; (r) or e (¢) attributes,and so L =
J = 0.The control action () determines the server allocations, so that a(z) = (b (¢), b2(t), b3(1)),
and the set of possible action vectors is A = {(1, 1,0), (1,0, 1), (0, 1, 1)} (so that we choose
which two queues to serve on each slot). The control action does not affect the arrivals, and so
ar(ee(t), (1)) = ar(r). The algorithm (4.48)-(4.49) with V = 0 reduces to observing the queue
backlogs every slot ¢ and choosing (b1 (t), ba(t), b3(t)) as follows:

Minimize: - Zi:l Or(®)br (1) (4.65)
Subject to: (b1 (t), ba(2), b3(1)) € {(1,1,0), (1,0, 1), (0, 1, 1)} (4.66)

Then update the queues Q (1) according to (4.23). Note that the problem (4.65)-(4.66) is equivalent
to minimizing 22:1 Ok ()[ax (t) — by (t)] subject to the same constraints, but to minimize this, it
suffices to minimize only the terms we can control (so we can remove the 22:1 Qi (t)ai(t) term
that is the same regardless of our control decision). It is easy to see that the problem (4.65)-(4.66)
reduces to choosing the two largest queues to serve every slot, breaking ties arbitrarily. This simple
policy does not require any knowledge of (A1, X2, A3), yet ensures all queues are mean rate stable
whenever possible!

b) From (4.45) and using the fact that L = J = 0 and br(t)ag (1) > 0, we want to find a value
B that satisfies:

B >

| =

3 3
S E{dmien)+ %E {Zbk(t)2|®(t)}
k=1 k=1

Because ay (¢) is 1.1.d. over slots, it is independent of @ (7) and so E {ak ()2 @(t)} =E {a,% } Further,
br(1)? = b(t) (because by (t) € {0, 1}). Thus, it suffices to find a value B that satisfies:

3 1 3
’;E a2} + SE {Zbk(m@(z)}

k=1

1
B >

N |




64 4. OPTIMIZING TIME AVERAGES
However, since b1 (1) 4+ ba(t) + b3(t) < 2 for all 7 (regardless of ©(r)), we can choose:

3

B:EZE{a,%}—i-l

k=1

Because Assumption Al is satisfied and V = C = 0, we have from (4.51) that:

01+ 02+ 03 < BJe
¢) We now define penalty yo (1) = Jo(b1(t), b2(t), b3(t)), where:

1 if (b1 (1), ba(1), b3(1)) € {(1,1,0) U (1,0, D}

Jo(b1(1), ba(1), b3(1)) = { 2 1), ba(), ba() = (0. 1. 1)

Then the drift-plus-penalty algorithm (with V > 0) now observes (Q(t), Q2(7), Q3(t)) every slot
t and chooses a server allocation to solve:

Minimize: V3o(bi(t), ba(t), ba(t)) — Z%=1 Qk()bi (1) (4.67)
Subject to: (b1 (¢), ba(2), b3(1)) € {(1,1,0), (1,0, 1), (0, 1, 1)} (4.68)

This can be solved easily by comparing the value of (4.67) associated with each option:
« Option (1, 1,0): value = V — Q; (1) — Q2 (1).
« Option (1,0, 1): value = V — Q,(t) — Q3(t).
» Option (0, 1, 1): value = 2V — Q1(t) — Q3(1).

Thus, every slot t we pick the option with the smallest of the above three values, breaking ties
arbitrarily. This is again a simple dynamic algorithm that does not require knowledge of the rates
(A1, A2, A3). By (4.50), we know that the achieved time average power p (where DLY,) satisfies
P < p°’" + B/V, where B is defined in part (b). Because yo max = 2 and yo min = 1, by (4.51),
we know the resulting average backlog satisfies 01+ 02+ 03 < (B+ (2—1)V)/e, where € is
defined in (b). This illustrates the [O(1/V), O(V)] tradeoff between average power and average
backlog.

The above problem assumes we must allocate exactly two servers on every slot. The problem
can of course be modified if we allow the option of serving only 1 queue, or 0 queues, at some reduced
power expenditure.

4.6.2 OPPORTUNISTIC SCHEDULING

Example Problem: Consider the 2-queue wireless system with ON/OFF channels described in
Section 2.3.2 (see Fig. 2.2). Suppose channel vectors (Si(7), S2(¢)) are i.i.d. over slots with
Si(t) € {ON, O F F},asbetore. However, suppose that new arrivals are not immediately sent into the
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queue, but are only admitted via a flow control decision. Specifically, suppose that (A1(t), A2(t)) repre-
sents the random vector of new packet arrivals on slot 7, where A1 (¢) is i.i.d. over slots and Bernoulli
with Pr[A1(t) = 1] = A1, and A»(¢) is 1.1.d. over slots and Bernoulli with Pr[A;(t) = 1] = As.
Every slot a flow controller observes (A1 (), A2(¢)) and makes an admission decision a)(t), ax(t),
subject to the constraints:

ay(r) € {0, A1(1)}, az(t) € {0, A2(1)}

Packets that are not admitted are dropped. We thus have w () = [(S1(7), S2()), (A1(2), A2(2))].
The control action is given by a(f) = [(er1 (), 2(1)); (B1(f), B2(2))] where ak(¢) is a binary value
that is 1 if we choose to admit the packet (if any) arriving to queue k on slot 7, and B (¢) is a binary
value that is 1 if we choose serve queue k on slot ¢, with the constraint 1 (t) + f2(f) < 1.

a) Use the drift-plus-penalty method (with V > 0 and C = 0) to stabilize the queues while
seeking to maximize the linear utility function of throughput wia; + waas, where wy and w are
given positive weights and @ represents the time average rate of data admitted to queue k.

b) Assuming the Slater condition of Assumption Al holds for some value € > 0, state the
resulting utility and average backlog performance.

c¢) Redo parts (a) and (b) with the additional constraint thata; > 0.1 (assuming this constraint,
is feasible).

Solution:

a) We have K = 2 queues to stabilize. We have penalty function yo (1) = —wja;(t) — waax(t)
(so that minimizing the time average of this penalty maximizes wia; + woaz). There are no
other attributes y;(¢) or e;(t), so L =J =0. The arrival and service variables are given by
ap(t) = ag (o (1), Ax(t)) and br(t) = br (B (1), Sk (1)) for k € {1, 2}, where:

ar(ar (1), Ax (1)) = ar(DAR(D) , br(B (1), Sk(1)) = B 1s,(n=0n

where 15, )=on} is an indicator function thatis 1 if S (#) = O N, and 0 else. The drift-plus-penalty
algorithm of (4.48) thus reduces to observing the queue backlogs (Q1(f), Q2(7)) and the current
network state w (1) = [(S1(7), S2(7)), (A1(¢), A2(¢))] and making flow control and transmission
actions o (¢) and B (¢) to solve:

2
Min: —V{wja(t)A1(t) + waaz(t)A2(t)] + Z Qi) [ar () Ak () — B () s n=0n}]
k=1
Subj. to: ag(t) € {0, 1} Vk € {1,2} , Br(t) € {0, 1} Vk € {1,2}, B1(t) + Bot) < 1

The flow control and transmission decisions appear in separate terms in the above problem,
and so they can be chosen to minimize their respective terms separately. This reduces to the following
simple algorithm:

* (Flow Control) For each k € {1, 2}, choose ax(t) = 1 (so that we admit A () to queue k)
whenever Vwy > QO (1), and choose o (1) = 0 else.
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* (Transmission) Choose (B1(f), B2(t)) subject to the constraints to maximize
Ql(l‘)ﬂl(l‘)l{sl (H=0N} + Qz(t)ﬁz(t)l{gz(t)ZON}. This reduces to the “Longest Con-
nected Queue” algorithm of (8). Specifically, we place the server to the queue that is ON and
that has the largest value of queue backlog, breaking ties arbitrarily.

b) We compute B from (4.45). Because L = J = 0, we choose B to satisfy:
1 1
- 2 - 2
B> k}_I:]E{ak(t) o} + 2k§_1E{bk(t) o)

Because arrivals are i.i.d. Bernoulli, they are independent of queue backlog and so E {ak ()210(1) } =
E {ak(t)z} = E {ar(t)} = rx. Further, b (£)? = bi(t), and by (t) + b (¢) < 1. Thus we can choose:
B = (A1 + Ay + 1)/2. It follows from (4.50) that:

wiag + woar > utilityom —B/V

where utility°P" is the maximum possible utility value subject to stability. Further, because yo min =
—(w1 + w2) and yo max = 0, we have from (4.51):

Q1+ 0y < (B+V(wi +wy))/e

¢) The constrainta; > 0.1 is equivalent to 0.1 — @ < 0.To enforce this constraint, we simply
introduce a virtual queue Z; () as follows:

Z1(t 4+ 1) =max[Z;(¢) + 0.1 —ay (), 0] (4.69)

This can be viewed as introducing an additional penalty y; (r) = 0.1 — a; (¢). The drift-plus-penalty
algorithm (4.48) reduces to observing the queue backlogs and network state w(r) every slot 7 and
making actions to solve

Min:  —V[wia1 (1) A1 (1) + waoa () A ()] + Yoy Qu(Dlax () Ax(t) — Br() 1 (s,)=0n)]
+Z1(0)[0.1 — a1 (N A1(1)]
Sub;j. to: ar(t) € {0, 1} Vk € {1,2} , Br(®) €{0,1} Yk € {1,2}, Bi1(t) + Ba(t) <1

Then update virtual queue Z; () according to (4.69) at the end of the slot, and update the queues
Ok (1) according to (4.23). This reduces to:

* (Flow Control) Choose o () = 1 whenever Vwj + Z1(t) > Q;(2), and choose a(t) =0
else. Choose () = 1 whenever Vw, > Q»(t), and choose ap(7) = 0 else.

* (Transmission) Choose (B (), B2(7)) the same as in part (a).
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4.7 VARIABLE V ALGORITHMS

The [O(1/V), O(V)] performance-delay tradeoff suggests that if we use a variable parameter V ()
that gradually increases with time, then we can maintain mean rate stability while driving the time
average penalty to its exact optimum value yg’ ! This is shown below, and is analogous to diminishing
stepsize methods for static convex optimization problems (133)(134).

Theorem 4.9 Suppose that w(t) is i.i.d. over slots with probabilities 7t (w), the problem (4.31)-(4.35)
is feasible, and EA{L(®(0))} < 00. Suppose that every slot t, we implement a C-additive approximation
that comes within C > 0 of the infimum of a modified right-hand-side of (4.44), where the V parameter
is replaced with V (t), defined:

VOEVot + 1P Vie{0,1,2,..) (4.70)

for some constants Vo > 0 and B such that 0 < B < 1. Then all queues are mean rate stable, all required
constraints (4.32)-(4.35) are satisfied, and:

o t—1 ot
tl_lfgo;X(:)E{yo(f)} =0
=

The manner in which the Vi and B parameters affect convergence is described in the proof, specifically in
(4.72) and (4.73).

While this variable V approach yields the exact optimum y," !, its disadvantage is that we
achieve only mean rate stability and not strong stability, so that there is no finite bound on average
queue size and average delay. In fact, it is known that for typical problems (except for those with
a trivial structure), average backlog and delay necessarily grow to infinity as we push performance
closer and closer to optimal, becoming infinity at the optimal point (50)(51)(52)(53). The very large
queue sizes incurred by this variable V' algorithm also make it more difficult to adapt to changes in
system parameters, whereas fixed V algorithms can easily adapt.

Proof. (Theorem 4.9) Repeating the proof of Theorem 4.8 by replacing V with V () for a given slot
t, the equation (4.57) becomes:

A@O®) + VOE (IO} < B+C + V©)y)”
Taking expectations of both sides of the above and using iterated expectations yields:
E{L(®( + 1)} —E{LO@))} + V(OE {yo()} < B+ C + V()y)" (4.71)
Noting that E {yo(#)} > y0,min yields:

E{L(O( + 1)} —E{L(O(1))} < B+ C + VO — Yomin)
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The above holds for all # > 0. Summing over T € {0, ..., 7 — 1} yields:
t—1

E(L©)) - E(LOO) < (B+ O + (5" = Youuin) Y V(@)
=0

Using the definition of the Lyapunov function in (4.43) yields the following for all # > 0:
K L J
S E{ow?}+ Y E{zo* + Y E{mn?] <
k=1 I=1 j=1

t—1
2(B + O)t + 2E{L(®0)} + 2(y"" — Youmin) Y_ V(T)
=0

Take any queue Qi (?). Because E {0k} <E {Qk (t)z}, we have for all queues Qy (7):

t—1
E{Qx()} < J 2(B + O)t + 2E{L(®0)} + 2(yg"" — Yomin) D_ V(T)
=0

and the same bound holds for E {Z;(¢)} and E{IHj(t)I} forall le{l,...,L}, je{l, ..., J}
Dividing both sides of the above inequality by 7 yields the following for all # > 0:

E{Q«(®)} _ \l 2(B+C) n 2E{L(©(0))}
t - t 12

1 t—1
+ 2(y8pt - y0,min)t_2 Z V(r) (4.72)
=0

and the same bound holds for all E {Z;(¢)} /t and E {IHj 3] I} /t. However, we have:

t—1

-1
1 Vo « VO/f Vo [(1+0)HF —1
0<=Y V)= — 1 F< 2| (1 Py = 2| —2
—;2;) () ﬂ;)(”)—zzo(“) V=3 17

Because 0 < B < 1, taking a limit of the above as t — oo shows that tLZ Zt;:{) V(r) — 0. Using
this and taking a limit of (4.72) shows that all queues are mean rate stable, and hence (by Section
4.4)) all required constraints (4.32)-(4.35) are satisfied.

To prove that the time average expectation of yo(f) converges to ygp t, consider again the

inequality (4.71), which holds for all . Dividing both sides of (4.71) by V() yields:
E{L(O( + 1)} —E{L(O))}

B+ C opt
70 +E{y(} = Vo + ¥
Summing the above over 7 € {0, 1, ..., — 1} and collecting terms yields:

E{L©O1)) E{LO0))  ‘— 1 1 !

vioD VO +;E{L(®(t))} [V(T 5 V(T)] +§)E{yo(r)} <
1—1
1

tyg" +(B+C)Y ——
’ =0 V(‘E)
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Because V(1) is non-decreasing, we have for all 7 > 1:

1 1
_ > ()
[V(T - D V(T)} a
Using this in the above inequality and dividing by ¢ yields:

t—1 t—1

1 E{L(©(0)}

1 1
-3'E '+ (B - 4,
S ELo@) =y +(B+O)- ) 7o Vo (4.73)
=0 =0
However:
1= 1 1 ffl 1 1 1 [ -1
0<- < + — dv = |
t = V() TtV Vot Jo (1+v)P tVO)  Vor| 1-8

Taking a limit as  — 00 shows that this term vanishes, and so the lim sup of the left-hand-side in
(4.73) is less than or equal to ygp ' However, the policy satisfies all constraints (4.32)-(4.35) and so
the lim inf must be greater than or equal to y;' (by the Appendix 4.A result (4.96)), so the limit
exists and is equal to y" " O

4.8 PLACE-HOLDER BACKLOG

Here we present a simple delay improvement for the fixed-V drift-plus-penalty algorithm. The
queue backlogs under this algorithm can be viewed as a stochastic version of a Lagrange multiplier
for classical static convex optimization problems (see (45)(37) for more intuition on this), and they
need to be large to appropriately inform the stochastic optimizer about good decisions to take.
However, for many such problems, we can #rick the stochastic optimizer by making it think actual
queue backlog is larger than it really is. This allows the same performance with reduced queue
backlog. To develop the technique, we make the following three preliminary observations:

* The infinite horizon time average expected penalty and backlog bounds of Theorem 4.8 are
insensitive to the initial condition @(0).

* All sample paths of backlog and penalty are the same under any service order for the Qx (r)
queues, provided that queueing dynamics satisfy (4.23). In particular, the results are the same

if service is First-In-First-Out (FIFO) or Last-In-First-Out (LIFO).

* It is often the case that, under the drift-plus-penalty algorithm (or a particular C-additive
approximation of it), some queues are never served until they have at least a certain minimum
amount of backlog.

The third observation motivates the following definition.

place

Definition 4.10  (Place-Holder Values) A non-negative value Q is a place-holder value for
network queue Qy(#) with respect to a given algorithm if for all possible sample paths, we have




70 4. OPTIMIZING TIME AVERAGES

Ox(t) > Q,flace for all slots # > O whenever Q;(0) > Q,flace. Likewise, a non-negative value lelace
is a place-holder value for queue Z;(¢) if for all possible sample paths, we have Z;(t) > Z; lace for
all t > 0 whenever Z;(0) > lelace.

Clearly 0 is a place-holder value for all queues Q(#) and Z;(¢), but the idea is to compute
the largest possible place-holder values. It is often easy to pre-compute positive place-holder values
without knowing anything about the system probabilities. This is done in the Chapter 3 example
for minimizing average power expenditure subject to stability (see Section 3.2.4), and Exercises 4.8
and 4.11 provide further examples. Suppose now we run the algorithm with initial queue backlog
04 (0) = Qflace for all k € {1,..., K}. Then we achieve exactly the same backlog and penalty

place

sample paths under either FIFO or LIFO. However, none of the initial backlog O, """ would ever
exit the system under LIFO! Thus, we can achieve the same performance by replacing this initial
backlog Q,f lace with Jfake backlog, called place-holder backlog (142)(143). Whenever a transmission
opportunity arises, we transmit only actual data whenever possible, serving the actual data in any
order we like (such as FIFO or LIFO). Because queue backlog never dips below Q,f lace, we never
have to serve any fake data. Thus, the aczual queue backlog under this implementation is equal to
QZC“‘“I ) = 0r(t) — Q,f lace o all t, which reduces the actual backlog by an amount exactly equal

to Q,f lace This does not affect the sample path and hence does not affect the time average penalty.
Specifically, for all k e {l,..., K} and [ €{l,..., L}, we initialize the actual backlog
chmal(o) = Z;m”al(()) = 0, but we use place-holder backlogs Qflace, lelace so that:

01(0) = QP | 7;(0) = Z""*“ ke (1,..., K}, €{l,..., L}

We then operate the algorithm using the Qk(7) and Z;(¢) values (not the actual values Qz” ual ()
and Zl‘w’”“l (1)). The above discussion ensures that for all time 7, we have:

chtual(t) — Qk(t) o Qllzlace ’ Zlactual(t) — Z[(t) . lelace vt > 0

Because the bounds in Theorem 4.8 are independent of the initial condition, the same penalty and
backlog bounds are achieved. However, the aczual backlog is reduced by exactly Q]f lace and le lace
at every instant of time. This is a “free” reduction in the queue backlog, with no impact on the
limiting time average penalty. This has already been illustrated in the example minimum average
power problem of the previous chapter (Section 3.2.4, Figs. 3.3-3.4). The Fig. 4.2 below provides
further insight: Fig. 4.2 shows a sample path of Q»(t) for the same example system of Section 3.2.4
(using V =100 and (A, 22) = (0.3, 0.7)). We use leace = min[V — 2, 0] = 48 as the initial
backlog, and the figure illustrates that Q,(7) indeed never drops below 48. The place-holder savings
is illustrated in the figure.

We developed this method of place-holder bits in (143) for use in dynamic data compression
problems and in (142) for general constrained cost minimization problems (including multi-hop
wireless networks with unreliable channels). The reader is referred to the examples and simulations
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Backlog Qz(t) versus time
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Figure 4.2: A sample path of Q2 (1) over 3000 slots for the example system of Section 3.2.4.

given in (143)(142). A more aggressive place-holder technique is developed in (37). The idea of
(37) can be illustrated easily from Fig. 4.2: While the figure illustrates that Q»(f) never drops be-
low QF face the backlog actually increases until it reaches a “plateau” around 100 packets, and then
oscillates with some noise about this value. Intuitively, we can almost double the place-holder value
in the figure, raising the horizontal line up to a level that is close to the minimum backlog value
seen in the plateau. While we cannot guarantee that backlog will never drop below this new line,
the idea is to show that such events occur rarely. Work in (45) shows that scaled queue backlog con-
verges to a Lagrange multiplier of a related static optimization problem, and work in (37) shows that
actual queue backlog oscillates very closely about this Lagrange multiplier. Specifically, it is shown
in (37) that, under mild assumptions, the steady state backlog distribution decays exponentially in
distance from the Lagrange multiplier value. It then develops an algorithm that uses a place-holder
that is a distance of O(logz(V)) from the Lagrange multiplier, showing that deviations by more
than this amount are rare and can be handled separately by dropping a small amount of pack-
ets. The result fundamentally changes the performance-backlog tradeoff from [O(1/ V), O(V)] to
[0(1/V), O(log?(V))] (within a logarithmic factor of the optimal tradeoff shown in (52)(51)(53)).

A disadvantage of this aggressive approach is that Lagrange multipliers must be known in
advance, which is difficult as they may depend on system statistics and they may be different for each
queue in the system. This is handled elegantly in a Last-In-First-Out (LIFO) implementation of the
drift-plus-penalty method, developed in (54). That LIFO can improve delay can be understood by
Fig. 4.2: First, a LIFO implementation would achieve all of the savings of the original place-holder

place

value of Q5 = 48 (at the cost of never serving the first 48 packets). Next,a LIFO implementation
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would intuitively lead to delays of “most” packets that are on the order of the magnitude of noise
variations in the plateau area. That is, LIFO can achieve the more aggressive place-holder gains
without computing the Lagrange multipliers! This is formally proven in (55). Experiments with the
LIFO drift-plus-penalty method on an actual multi-hop wireless network deployment in (54) show
a dramatic improvement in delay (by more than an order of magnitude) for all but 2% of the packets.

4.9 NON-LI.D.MODELS AND UNIVERSAL SCHEDULING

Here we show that the same drift-plus-penalty algorithm provides similar [O(1/V), O(V)] per-
formance guarantees when w(r) varies according to a more general ergodic (possibly non-i.i.d.)
process. We then show it also provides efficient performance for arbitrary (possibly non-ergodic)
sample paths. The main proof techniques are the same as those we have already developed, with the
exception that we use a multi-slot drift analysis rather than a 1-slot drift analysis.

We consider the same system as in Section 4.2.1, with K queues with dynamics (4.23), and
attributes y; (1) = 1 (a(t), w(t)) forl € {1, ..., L}. For simplicity, we eliminate the attributes e (f)
associated with equality constraints (so that J = 0). We seek an algorithm for choosing a(¢) € Ay, (1)
every slot to minimize y, subject to mean rate stability of all queues Qx(#) and subject to y; <0
foralll € {1, ..., L}. The virtual queues Z;(r) forl € {1, ..., L} are the same as before, defined in
(4.40). For simplicity of exposition, we assume:

* The exact drift-plus-penalty algorithm of (4.48)-(4.49) is used, rather than a C-additive ap-
proximation (so that C = 0).

* The functions a(+), l;k(-), V1 (+) are deterministically bounded, so that:

0 < ax(a(r), (1)) < al"™ Vk e {l,..., K}, Yo (1), a(t) € Auq (4.74)
0 < b(a(t), (1) < b Yk e (1,.... K} Vo), a(t) € Ayp (4.75)
Y < $i(a(r), () <y VL€ {0,1,..., L}, Yo (1), a(t) € Auq (4.76)

Define ©(1)2[Q(r), Z(1)], and define the Lyapunov function L(®(t)) as follows:

1 & 1<
LOW)25 ) 00 + 5 ) Zi(1)? (4.77)
k=1 =1
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We have the following preliminary lemma.

Lemma 4.11 (T -slot Drift) Assume (4.74)-(4.76) hold. For any slot t, any queue backlogs ©(t), and
any integer T > 0, the drift-plus-penalty algorithm ensures that:

t+T—1 t+T—1
LO@+T)—LO@)+V Y Foa(®), o) <DI*+V Y Hi (1), o))
= L t+;itl
+Y 210 Y [fi@* (@), o(1)]
K t+T—1 = = R
+D 0k Y A (1), (1)) — bi(e* (1), 0 (1))]
k=1 =t

where L(O(t)) is defined in (4.77), o (v) for v € {t, ..., t + T — 1} is any sequence of alternative
decisions that satisfy a*(v) € Aw(c), and the constant D is defined:

K L
1 1 .
DA M@ ™) + )1+ 5 3 max ("), (")) (4.78)

k=1 =1

Proof. From (4.46)-(4.47), we have for any slot t:

K
LO(r +1)) = L(O() =D+ Z Ok (D)lag ((7), (7)) — bi(a(r), (1))]
k=1

L
+ Y Zim (1), (1))

=1

where D is defined in (4.78). We then add V Jo(«(7), (7)) to both sides. Because the drift-plus-
penalty algorithm is designed to choose a(7) to deterministically minimize the right-hand-side of
the resulting inequality when this term is added, it follows that:

LO(t+1) - L(G(t));— Vio(a(r), w(r)) < D+ V(e (1), w(7))

+ ) Ok la(@* (1), (1) — be(a* (1), (1))]

k=1

L
+ Y Zi(OHie* (1), o(1))

=1
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where o*(7) is any other decision that satisfies a*(7) € A (). However, we now note that for all
relt,.. 4T —1)

|Qk(7) — Qk ()| < (r — 1) max[a;""", bkmf’x]
1Zi(7) — Zi(t)| < (v — t) max[|y;" |, [y/"" 1]

Plugging these in, it can be shown that:
L(O(t + 1)) = L(O(1)) + Vo (a(r), w(1)) < D +2D x (r — 1) + Vo (™ (1), (7))
L

+) ZiOHi@* (1), (1))

=1

K
+ > OkOla@* (1), (1) — be(@* (1), o(1))]
k=1

Summing the above over T € {#,...,# + T — 1} and using the fact that sz—g—l (t—1t)=(T —

1)T'/2 yields the result. g

4.9.1 MARKOV MODULATED PROCESSES

Here we present a method developed in (144) for proving that the [O(1/V), O(V)] behavior of
the drift-plus-penalty algorithm is preserved in ergodic (but non-i.i.d.) contexts. Let ®(¢) be an
irreducible (possibly not aperiodic) Discrete Time Markov Chain (DTMC) with a finite state space
8.3 Let 7; represent the stationary distribution over states i € S. Such a distribution always exists
(and is unique) for irreducible finite state Markov chains. It is well known that all 77; probabilities
are positive, and the time average fraction of time being in state i is 7; with probability 1. Further,
1/m; represents the (finite) mean recurrence time to state i, which is the average number of slots
required to get back to state i, given that we start in state i. Finally, it is known that second moments
of recurrence time are also finite (see (132)(130) for more details on DTMC:s).

The random network event process w (t) is modulated by the DTMC @ (7) as follows: When-
ever ®(r) = i, the value of w(r) is chosen independently with some distribution p;(w). Then the
stationary distribution of w(¢) is given by:

Prio(t) = ol =) 7ipi(®)
ieS

Assume the state space S has a state “0” that we designate as a “renewal” state. Assume for simplicity
that ®(0) = 0,and let the sequence {Ty, T1, T2, . ..} represent the recurrence times to state 0. Clearly
{T,}22 1s an i.i.d. sequence with [E {7,.} = 1/m¢ for all 7. Define E {7} and E {Tz} as the first and
second moments of these recurrence times (so that E {T} = 1/m¢). Define #p = 0, and for integers

3This subsection (Subsection 4.9.1) assumes familiarity with DTMC theory and can be skipped without loss of continuity.
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r > 0 define #, as the time of the rth revisitation to state 0, so that ¢, = Z;‘:l T;. We now define
the wvariable slot drift A(O(t,)) as follows:

AO())ZE(L(O(r41) — L(O())|O,))

This drift represents the expected change in the Lyapunov function from renewal time #, to re-
newal time #,1, where the expectation is over the random duration of the renewal period and the
random events on each slot of this period. By plugging t = t, and T = 7} into Lemma 4.11 and
taking conditional expectations given ©(t,), we have the following variable-slot drift-plus-penalty
expression:

tr+T,—1
A(@(n))wz&:{ > §o<a<r>,w<r>)|®<tr)} < DE{TA@(»)
o t+T—1
+VE{ Y Sol@* (1), 0(x)|0()
L tr:-:Tir—l
+Zz,<t,>E{ Y. B (@), 0()|0)
=1 T=lr

K t+T,—1
+ZQk<rr)E{ > [&k(a*(f),w(f))—Bk(a*(f),w(f))”@(tr)}
k=1

T=Iy

where a*(7) are decisions from any other policy. First note that [E {Tr2 | @(t,)} =E {Tz} because the
renewal duration is independent of the queue state @ (#,). Next, note that the conditional expectations
in the next three terms on the right-hand-side of the above inequality can be changed into pure
expectations (given that . is a renewal time) under the assumption that the policy a*(7) is w-only.

Thus:

t+T—1
A©(1)) + VE{ > ﬁo(a(r),w(r))IG(tr)} < DE{1? (4.79)
= t+T,—1
+VE{ Y Jo@ (@), (1))
L tri:Tirfl
+ZZl(tr)E{ Y. fiet (@), o)
=1 =y

K tr+T—1 A
+ZQk(tr)E{ > [&km*(r),w(r))—bk(a*(w,w(r))]}
k=1

T=t,
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The expectations in the final terms are expected rewards over a renewal period, and so by basic
renewal theory (130)(66), we have forall/ € {0, 1,..., L} andallk € {1, ..., K}:

4T —1
E{ > Ma(z),w(r))} = E{T}y (4.80)

=ty

tr+T—1
E{ > [akw*(r),w(r))—Bkm*(r),w(r))]} = E(T)(a} — b)) (4.81)

T=tr

where y, af, by are the infinite horizon time average values achieved for the J;(a*(t), w (1)),
ay(a* (1), w(t)), and 51( (o*(1), (1)) processes under the w-only policy o* (7). This basic renewal

theory fact can easily be understood as follows (with the below equalities holding with probability
1):4

tp—1

1
o= Jim o X_(:) Ji(a* (), (1))

R—1 x~ty+T,—1 »
C o 2o S i@t (1), (1))
© Roo0 R-1 T,

Mg oo & Yoo S0 S (1), w(0))
limg o0 & 200 T,

E{Xy i@ (), o))
E(T)

where the final equality holds by the strong law of large numbers (noting that both the numerator
and denominator are just a time average of i.i.d. quantities). In particular, the numerator is a sum of
1.1.d. quantities because the policy a* () is w-only, and so the sum penalty over each renewal period
is independent but identically distributed. Plugging (4.80)-(4.81) into (4.79) yields:

b Th—1
A®1) + VE{ > o). w(r)>|®<tr>} < DE {72} + VE(T) 3§

=1y

L K
+ ) ZIOEATY Y + ) Qx(OEAT) (af — bY)

=1 k=1

The above holds for any time averages {y/", a;/, b} that can be achieved by w-only policies. However,
by Theorem 4.5, we know that if the problem is feasible, then either there is a single w-only policy that
achieves time averages y; = ygpt,yl* < Oforalll € {1,..., L}, (af — b)) < Oforallk € {1, ..., K},
#Because the processes are deterministically bounded and have time averages that converge with probability 1, the Lebesgue

Dominated Convergence Theorem (145) ensures the time average expectations are the same as the pure time averages (see
Exercise 7.9).
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or there is an infinite sequence of w-only policies that approach these averages. Plugging this into
the above yields:

t+T—1
A©)) + VE{ > o), w(r))|®(rr)} < DE{7?| + VE(T} "

T=t,
Taking expectations of the above, summing the resulting telescoping series over r € {0, ..., R — 1},
and dividing by VRE {T} yields:
DE {17}
VE({T}

<y +

E{L(®(tr))} — E{L(©(0))} 1 =
VE{T} R TEmR { ;0 yo(“(f)vw(r))}

Because tg/R — E {T'} with probability 1 (by the law of large numbers), it can be shown that the
middle term has a lim sup that is equal to the lim sup time average expected penalty. Thus, assuming
E{L(®(0))} < oo, we have:

= o DE{T? ,
ioélitnligp - ;E {Sol@(@), w(x)} <y + WE#{T}} =y +o/v) (4.82)

where we note that the constants D, E{T}, and E {72} do not depend on V. Similarly, it can
be shown that if the problem is feasible then all queues are mean rate stable, and if the slackness
condition of Assumption Al holds, then sum average queue backlog is O (V') (144). This leads to
the following theorem.

Theorem 4.12  (Markov Modulated Processes (144)) Assume the w(t) process is modulated by the
DTMC ®(t) as described above, the boundedness assumptions (4.74)-(4.76) hold, EA{L(©(0))} < oo,
and that the drift-plus-penalty algorithm is used every slot t. If the problem is feasible, then:

(a) The penalty satisfies (4.82), so that yy < ygpt +0@1/V).

(b) All queues are mean rate stable, and soy; < 0 foralll € {1, ..., L}.

(c) If the Slackness Assumption A1 holds, then all queues Qi (t) are strongly stable with average
backlog O (V).

4.9.2 NON-ERGODIC MODELS AND ARBITRARY SAMPLE PATHS

Now assume that the w () process follows an arbitrary sample path, possibly one with non-ergodic
behavior. However, continue to assume that the deterministic bounds (4.74)-(4.76) hold, so that
Lemma 4.11 applies. We present a technique developed in (41)(40) for stock market trading and
modified in (39)(38) for use in wireless networks with arbitrary traffic, channels and mobility. Because
w(t) follows an arbitrary sample path, usual “equilibrium” notions of optimality are not relevant,
and so we use a different metric for evaluation of the drift-plus-penalty algorithm, called the 7'-
slot lookahead metric. Specifically, let T and R be positive integers, and consider the first RT slots
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{0, 1,..., RT — 1} being divided into R frames of size T . For the rth frame (forr € {0, ..., R — 1}),
we define ¢} as the optimal cost associated with the following static optimization problem, called the
T-slot lookahead problem. This problem has variables a(t) € {rT, ..., (r + 1)T — 1}, and treats
the w(t) values in this interval as known quantities:

(r+1)T—-1
Minimize: cré? > Sole(n). (1) (4.83)
t=rT
(r+D)T-1
Subjectto: 1) Y file(). w(1) <0 VI e(l,... L)
t=rT
(r+1)T—-1

2) Z [ax (o (t), 0 (1)) — br(ee(x), w(x))] <0 Yk € {1,..., K}
3) a(t) € Ap) Ve € (/Tonnn ) (£ DT — 1)

The value ¢ thus represents the optimal empirical average penalty for frame r over all policies
that have full knowledge of the future w(7) values over the frame and that satisfy the constraints.’
We assume throughout that the constraints are feasible for the above problem. Feasibility is often
guaranteed when there is an “idle” action, such as the action of admitting and transmitting no data,
which can be used on all slots to trivially satisfy the constraints in the form 0 < 0.

Frame r consists of slots T € {rT, ..., (r + 1)T — 1}. Let o™ (1) represent the decisions that
solve the T-slot lookahead problem (4.83) over this frame to achieve cost cF.% It is generally im-
possible to solve for the o™ (7) decisions, as these would require knowledge of the w (7) values up to
T -slots into the future. However, the o*(7) values exist, and can still be plugged into Lemma 4.11
to yield the following (using = rT and T as the frame size):

rT+T—1
LOGCT +T)—LOCT)+V Y Fola(r), ()
rT+T—1 = rT+T—1
< DT*+V > Fol* (o), w(f))-l-ZZl(rT) Y it (@), o(0)]
= rrg+T | =1 t=rT
+ZQk(rT) Y k(@ (@), o(1) — b (1), o(1)]
k=1 t=rT

< DT*+VTc:

where the final inequality follows by noting that the o*(7) policy satisfies the constraints of the
T-slot lookahead problem (4.83) and yields cost ¢}

5Theorem 4.13 holds exactly as stated in the extended case when ¢ is re-defined by a T-slot lookahead problem that al-
lows actions [(5'1* (1)), (Ezl’:(r)), (I;Z (7))] every slot T to be taken within the convex hull of the set of all possible values of
[ (o, @ (7)), (a (o, @(7))), (l;k (o, w(7)))] under @ € Ay, (1), but we skip this extension for simplicity of exposition.
For simplicity, we assume the infimum cost is achievable. Else, we can derive the same result by taking a limit over policies that
approach the infimum.
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Summing the above over r € {0, ..., R — 1} (for any integer R > 0) yields:
RT—1 R—1
L(ORT) —LOO) +V 3 fola(), (@) < DT’R+VT Y ¢} (4.84)
=0 r=0

Dividing by VT R, using the fact that L(@(RT)) > 0, and rearranging terms yields:

RT—1

| L©O)
Z Sola(r), 0(1) < — Z o TR (4.85)

where we recall that a(t) represents the decisions under the drift-plus-penalty algorithm. The
inequality (4.85) holds for all integers R > 0. When R is large, the final term on the right-hand-
side above goes to zero (this term is exactly zero if L(@(0)) = 0). Thus, we have that the time
average cost is within O (1/V) of the time average of the ¢ values. The above discussion proves part
(a) of the following theorem:

Theorem 4.13  (Universal Scheduling) Assume the w (t) sample path satisfies the boundedness assump-
tions (4.74)-(4.76), and that initial queue backlog is finite. Fix any integers R > 0 and T > 0, and
assume the T ~slot lookahead problem (4.83) is feasible for every frame r € {0, 1, ..., R — 1}. If the
drift-plus-penalty algorithm is implemented every slot t, then:

(a) The time average cost over the first RT slots satisfies (4.85). In parficular,7

1—1 R—1
lim sup — Z Yo(a (1), w(t)) < limsup — Z ¢, +DT/V
t—00 —0 R—o00 =0

where ¢} is the optimal cost in the T -slot lookahead problem (4.83) for framer, and D is defined in (4.78).
(6) All actual and virtual queues are rate stable, and so we have:

t—1
lim sup — Zyl(oz(r) o) <0Vie(l,...,L)
—00
(c) Suppose there exists an € > 0 and a sequence of decisions A (T) € A () that satisfies the following
slackness assumptions for all framesr:

rT+T~—1
> w@@). o) <0Vvie(l,.... L) (4.86)
1 rT+T—1 =t
= Y @@, o) — b (@), o)) < —e Yk € {1,..., K} (4.87)
t=rT

7ltis clear that the lim sup over times sampled every T slots is the same as the regular lim sup because the $(-) values are bounded.

Indeed, we have ZW T Yo(a(t), w(1)) + Ty””” < ZT 0 Yo(a(r), (1)) < ZWTJT Yo(a(1), (1)) + Ty(’)"“x Dividing
both sides by 7 and taklng limits shows these hmlts are equal.
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Then:
t—1 K

=00 % i _0k=1

Proof. Part (a) has already been shown in the above discussion. We provide a summary of parts (b)
and (c): The inequality (4.84) plus the boundedness assumptions (4.74)-(4.76) imply that there is
a finite constant F > 0 such that L(@(RT)) < FR for all R. By an argument similar to part (a)
of Theorem 4.1, it can then be shown that limg_ o0 Qx(RT)/(RT) =0 forallk € {1, ..., K} and
limg_00 ZI(RT)/(RT) =0 for all [ € {1, ..., L}. Further, these limits that sample only on slots
RT (as R — 00) are clearly the same when taken over all 7 — 00 because the queues can change

; K
, 1 DT VO™ —yriny T —1
lim sup A E E Ok(r) < —~ + + 5 E max[a;' ™, b']

€
k=1

by at most a constant proportional to T in between the sample times. This proves part (b).

Part (c) follows by plugging the policy @(t) fort € {rT, ..., (r + 1)T — 1} into Lemma 4.11

and using (4.86)-(4.87) to yield:

rT+T—1 K
LOGT+T) —LOCT)+V Y  Fola(r). w(r) < DT>+ VIyf™ —Te Y 0(rT)
t=rT k=1

and hence:

LOCT +T)) —LOCT)) =

K
DT? + VT (y§™ — y§'™) — Te Y Qx(rT)

k=1
K T-1
< DT*+VTOF™ — g™ —ey Y QT +j)
k=1 j=0
K T-1
+e Z Z J max[a)' ", by'*"]
k=1 j=0
K T—1
= DT*+VTOF™ —yg™ —e > Y QT+ j)
k=1 j=0
(T - NI &
+ — Z max[a;' ™, b'"]
k=1
Summing the above over r € {0, ..., R — 1} yields:
RT—1 K _
L(®(RT)) — L(O®(0)) + € Y > Q(r) < RDT?>+ RVT (3" — yi'"
=0 k=1
R(T — DT &
+—2 Z max[ay'“*, b

k=1
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Using L(®(RT)) > 0, dividing by e RT and taking a lim sup as R — oo yields:

RT—1 K i K
. DT V(y(')"“x - y(r)mn) r—1 max pmax
h]?lsfop RT TE_O kz_l Or(r) < - + c + > kz_l max[a; ', by

d

Inequality (4.85) holds for all R and 7', and hence it can be viewed as a family of bounds that
apply to the same sample path under the drift-plus-penalty algorithm. Note also that increasing the
value of T changes the frame size and typically improves the ¢ values (as it allows these values to be
achieved with a larger future lookahead). However, this affects the error term DT/ V, requiring V
to also be increased as T increases. Increasing V' creates a larger queue backlog. We thus see a similar
[O(1/V), O(V)] cost-backlog tradeoff for this sample path context. If the slackness assumptions
(4.86)-(4.87) are modified to also include slackness in the y;(-) constraints, a modified argument
can be used to show the worst case queue backlog is bounded for all time by a constant thatis O (V)
(see also (146)(39)(39)).

The target value % Zf:_ol c; that we use for comparison does nof represent the optimal cost
that can be achieved over the full horizon RT if the entire future were known. However, when T is
large it still represents a meaningful target that is not trivial to achieve, as it is one that is defined in
terms of an ideal policy with T'-slot lookahead. It is remarkable that the drift-plus-penalty algorithm
can closely track such an “ideal” T'-slot lookahead algorithm.

4.10 EXERCISES

Exercise4.1. Let Q = (Q1,..., Ok) and L(Q) = % Z,le Q%.

a) If L(Q) < 25, show that Oy < /50 forallk € {1,..., K}.

b) If L(Q) > 25, show that Oy > /50/K for at least one queue k € {1, ..., K}.

¢) Let K = 2. Plot the region of all non-negative vectors (Q1, Q2) such that L(Q) = 2. Also
plot for L(Q) = 2.5. Give an example where L(Q1(t), Q2(t)) = 2.5, L(Q1(t + 1), Q2(t + 1)) =
2, but where Q(f) < Q(t + 1).

Exercise 4.2. For any constants Q > 0,b > 0,a > 0, show that:

(max[Q — b,0] +a)> < Q>+ b*>+a’> +20(a —b)

Exercise 4.3. Let Q(7) be a discrete time vector process with Q(0) = 0, and let f(¢) and g(7)
be discrete time real valued processes. Suppose there is a non-negative function L(Q(z)) such that
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L(0) = 0, and such that its conditional drift A(Q(7)) satisfies the following every slot T and for all
possible Q(7):
AQ(D) +E{f(1)IQ(m)} < E{g(0)IQ(x)}

a) Use the law of iterated expectations to prove that:

E{LQ(r + D)} —E{LQEN}+E{f(D} =E{g(v)}

b) Use telescoping sums together with part (a) to prove that for any r > 0:

ISt R (f(0) < LY Eg(n)

Exercise 4.4. (Opportunistically Minimizing an Expectation) Consider the game described in
Section 1.8. Suppose that @ is a Gaussian random variable with mean m and variance o2, Define
clo, ) = 0* + w3 = 20) + 2.

a) Compute the optimal choice of & (as a function of the observed ®) to minimize E {c(«, w)}.
Compute E {c(«, w)} under your optimal policy.

b) Suppose that w is exponentially distributed with mean 1/A. Does the optimal policy change?
Does E {c(er, )} change?

o) Letw=(wr1,...,0k), 0 = (a1, ...,ak), ® = (O, ..., Ok) be non-negative vectors.
Define ¢(a, w, ®) = Zle [Vozk — O log(1 + aka)k)],where log(-) denotes the natural logarithm
and V > 0. We choose « subject to 0 < o < 1 for all k, and axarj = 0 for k # j. Design a policy
that observes @ and chooses « to minimize E {c(«, , ©)|®}. Hint: First compute the solution
assuming that o > 0.

Exercise4.5. (The Drift-Plus-Penalty Method) Explain, using the game of opportunistically min-

imizing an expectation described in Section 1.8, how choosing a(r) € A, ) according to (4.48)-
(4.49) minimizes the right-hand-side of (4.44).

Exercise 4.6. (Probability 1 Convergence) Consider the fixed-V drift-plus-penalty algorithm
(4.48)-(4.49), but assume the following modified Slater condition holds:

Assumption A2: There is an € > 0 such that for any J-dimensional vector h = (hy, ..., hy)
that consists only of values 1 and —1, there is an w-only policy a*(7) (which depends on h) that

satisfies:
E{j\’o(a*(l‘), a)(t))} = Y0,max (4.88)
E{$i(e* ), 0@)} <—e VIe{l,...,L} (4.89)
E{éj(@*(t), w(t)} = €h; VJE{I,...,J} (4.90)
E{a(@* (0, o)) < E{b@* 0, 00)| € Veke(l,... K] (4.91)
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Using H(z) and A(t, H(t)) as defined in Section 4.1.3, it can be shown that for all # and all possible
H (1), we have (compare with (4.52)):

A, H®) + VE{yo)IH(®)} < B+C+ VE{yj)IH®)}

L J
+ Y ZWE {; OIHO} + Y HOE {00}

=1 j=1

K
+> " OcOE {af (1) — b (1) | H()) (4.92)

k=1

where y;(t), e;‘f (1), a (1), bj (1) represent decisions under any other (possibly randomized) action
o*(t) that can be made on slot 7 (so that y/*(¢) = J;(a*(t), w (1)), etc.).
a) Define h = (hy, ..., hy) by:

Lo | -1 ifH O =0
7711 ifH(0) <0

Using this h, plug the w-only policy a*(¢) from (4.88)-(4.91) into the right-hand-side of (4.92) to

obtain:

A, H@) + VE{yoOH®} < B+C+ Vyoma
L K J
—e {Z Zin)+ Y o)+ Yy |Hj(r)|}
=1 k=1 j=1

b) Assume that (4.16)-(4.17) hold for yo(t), and that the fourth moment assumption (4.18)
holds. Use this with part (a) to obtain probability 1 bounds on the lim sup time average queue backlog
via Theorem 4.4.

¢) Now consider the w-only policy that yields (4.53)-(4.56), and plug this into the right-hand-
side of (4.92) to yield a probability 1 bound on the lim sup time average of yy(t), again by Theorem
4.4.

Exercise 4.7. (Min Average Power (21)) Consider a wireless downlink with arriving data a(t) =
(ai (1), ...,ak(t)) every slot t. The data is stored in separate queues Q(r) = (Q1(t), ..., Qk (1))
for transmission over K different channels. The update equation is (4.23). Service variables by (¢) are
determined by a power allocation vector P(¢) = (Pi(t), ..., Pk (t)) according to by (t) = log(l +
Sk(t) Pi (1)), where log(-) denotes the natural logarithm, and S(¢) = (S1(?), ..., Sk (¢)) is a vector
of channel attenuations. Assume that S(7) is known at the beginning of each slot 7, and satisfies
0 < Sk(r) <1 for all k. Power is allocated subject to P(t) € A, where A is the set of all power
vectors with at most one non-zero element and such that 0 < Py < P4y forallk € {1, ..., K},
where Py is a peak power constraint. Assume that the vectors a(t) and S(¢) are i.i.d. over slots,
and that 0 < a (1) < ;""" for all ¢, for some finite constants a;"“*.
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a) Using w ()2 (a(t), S(1)),a(t) = P(t),J = 0,L = 0,yo(t) = Zle Py (1), state the drift-
plus-penalty algorithm for a fixed V' in this context.

b) Assume we use an exact implementation of the algorithm in part (a) (so that C = 0), and
that the problem is feasible. Use Theorem 4.8 to conclude that all queues are mean rate stable, and
compute a value B such that:

' IR
hmsup;ZZE{Pk(r)} < Paoft-i-B/V

=00 b k=1

where PP is the minimum average power over any stabilizing algorithm.
¢) Assume Assumption A1l holds for a given € > 0. Use Theorem 4.8c¢ to give a bound on the
time average sum of queue backlog in all queues.

Exercise 4.8.  (Place-Holder Backlog)

a) Show that for any values V, p, s, g suchthat V. > 0, p > 0,9 > 0,0 <s < 1,ifg < V,
we have Vp — g log(l + sp) > 0 whenever p > 0 (where log(-) denotes the natural logarithm).
Conclude that the algorithm from Exercise 4.7 chooses Px(t) = 0 whenever Qx (1) < V.

b) Use part (a) to conclude that Qg () > max[V —1og(l + Ppax), 0] for all 7 greater than or
equal to the time #* for which this inequality first holds. By how much can place-holder bits reduce
average backlog from the bound given in part (c) of Exercise 4.7? This exercise computes a simple
place-holder Q7 1< that is not the largest possible. A more detailed analysis in (143) computes a
larger place-holder value.

Exercise 4.9. (Maximum Throughput Subject to Peak and Average Power Constraints (21)) Con-
sider the same system of Exercise 4.7, with the exception that it is now a wireless up/ink, and queue
backlogs now satisfy:

Qi(r + 1) = max[Qk (1) — bk (1), O] + xx (1)

where xy (t) is a flow control decision for slot t, made subject to the constraint 0 < xx (f) < ai(¢) for all
t. The control action is now a joint flow control and power allocation decision a(¢) = [x(t), P(1)].
We want the average power expenditure over each link k to be less than or equal to P{'?, where P;"
is a fixed constant for each k € {1, ..., K} (satisfying P{'" < Pyq4x). The new goal is to maximize
a weighted sum of admission rates Zle OkXk subject to queue stability and to all average power
constraints, where {01, ..., O} are a given set of positive weights.

a) Using J =0,L = K, yo(t) = — Zle Okxk (1), and a fixed V, state the drift-plus-penalty
algorithm for this problem. Note that the constraints Py < P{*" should be enforced by virtual queues
Z(t) of the form (4.40) with a suitable definition of yy (7).
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b) Use Theorem 4.8 to conclude that all queues are mean rate stable (and hence all average
power constraints are met), and compute a value B such that:

t—1 K
1

lim inf — OkE {xi(v)} > util’?* — B/ V
H"O’,X:(:),;k{k()} /
where util°’" is the optimal weighted sum of admitted rates into the network under any algorithm
that stabilizes the queues and satisfies all average power constraints.

¢) Show that the algorithm is such that xx () = 0 whenever Q(f) > V6. Assume that all
queues are initially empty, and compute values Q}'** such that Q(¢) < Q""" for all # > 0 and
all k € {1, ..., K}. This shows that queues are deterministically bounded, even without the Slater
condition of Assumption Al.

d) Show that the algorithm is such that Py (r) = 0 whenever Z;(t) > Qk(t). Conclude that
Zi(t) < Z;'**, where Z]"“" is defined ZZ”XéQZ“”‘ + (Pnax — P{Y).

e) Use part (d) and the sample path input-output inequality (2.3) to conclude that for any
positive integer T, the total power expended by each link k over any T'-slot interval is deterministically
less than or equal to T PV 4 Z7“*. That is:

to+7T—1
> P STPE 4+ 2P Ve {0,1,2,..}.VT €(1,2,3,..)

T=I(

f) Suppose link k is a wireless transmitter with a battery that has initial energy Ej. Use part
(e) to provide a guarantee on the lifetime of the link.

Exercise 4.10. (Out-of-Date Queue Backlog Information) Consider the K-queue problem with
L=J=0,and 0 < a;(¢) < amar and 0 < by (1) < by for all k and all ¢, for some finite constants
Amax and by, . The network controller attempts to perform the drift-plus-penalty algorithm (4.48)-
(4.49) every slot. However, it does not have access to the current queue backlogs Qx (), and only
receives delayed information Qx(t — T) for some integer T > 0. It thus uses Qx(t — T') in place
of Qi(t) in (4.48). Let a’?? (1) be the optimal decision of (4.48)-(4.49) in the ideal case when
current queue backlogs Q (¢) are used, and let «“”P"* (t) be the implemented decision that uses the
out-of-date queue backlogs Q (t — T). Show that «*PP"?* (¢) yields a C-additive approximation for
some finite constant C. Specifically, compute a value C such that:

K
V0@ PPN (1), (1) + Y Qr(O)ar @ PP (1), (1)) — b (PP " (1), 0 (1))] <
k=1
K

V30" 1), (1)) + Y Oxlar @ (1), (1)) — b (@' (1), (1)) + C
k=1
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This shows that we can still optimize the system and provide stability with out-of-date queue backlog
information. Treatment of delayed queue information for Lyapunov drift arguments was perhaps
first used in (147), where random delays without a deterministic bound are also considered.

t 0|12 (3|4|5|6]|7]|8

Arrivals ap®) | 3]0(3]0]0]1]0|1]|O
a@) |[2]0]|1[0]1|1]|0]0]|O0

Channels | S1(¢) || |M|M|Gc|Gc|M|M|G
S>(¢) [ M| M| B|M|B|M|B|G]|B

Max Q;b; | Q1(t) | O |B |0 |B|D|0|1]1
Policy 0,@) | 0|2 212108 m|o

Figure 4.3: Arrivals, channel conditions, and queue backlogs for a two queue wireless downlink.

Exercise 4.11.  (Simulation) Consider a 2-queue system with time varying channels (S (¢), Sz2(1)),
where S;(t) € {G, M, B}, representing “Good,” “Medium,” “Bad” channel conditions fori € {1, 2}.
Only one channel can be served per slot. All packets have fixed length, and 3 packets can be served
when a channel is “Good,” 2 when “Medium,” and 1 when “Bad.” Exactly one unit of power is
expended when we serve any channel (regardless of its condition). A sample path example is given in
Fig. 4.3, which expends 8 units of power over the first 9 slots under the policy that serves the queue
that yields the largest Q;(¢)b; () value, which is a special case of the drift-plus-penalty algorithm
for K=2,J=L=0,V =0.

a) Given the full future arrival and channel events as shown in the table, and given Q(0) =
0,(0) = 0, select a different set of channels to serve over slots {0, 1, ..., 8} that also leaves the
system empty on slot 9, but that minimizes the amount of power required to do so (so that more
than 1 slot will be idle). How much power is used?

b) Assume these arrivals and channels are repeated periodically every 9 slots. Simulate the
system using the drift-plus-penalty policy of choosing the queue i that maximizes Q;(¢)b;(t) — V
whenever this quantity is non-negative, and remains idle if this is negative for bothi = 1 and i = 2.
Find the empirical average power expenditure and the empirical average queue backlog over 10°
slots when V = 0. Repeatfor V=1,V =5,V =10,V =20,V =50, V = 100, V = 200.

¢) Repeat part (b) in the case when arrival vectors (aj(f), a2(t)) and channel vectors
(S1(1), S2(1)) are independent and i.i.d. over slots with the same empirical distribution as that
achieved over 9 slots in the table, so that Pr[(a;, az) = (3,2)] = 1/9, Pr[(S1, $2) = (G, M)] =
3/9, Pr[(S1, $2) = (M, B)] = 2/9, etc. Note: You should find that the resulting minimum power that is
approached as V is increased is the same as part (b), and is strictly less than the empirical power expenditure

of part (a).
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d) Show that queue i is only served if Q;(r) > [V /37. Conclude that Q;(r) > max[[V /3] —
3, 012 QPlace forallt, provided that this inequality holds for Q; (0). Hence, using Q” lace place-holder

packets would reduce average backlog by exactly this amount, with no loss of power performance.

Exercise4.12. (Wireless Network Coding) Consider a system of 4 wireless users that communicate
to each other through a base station (Fig. 4.4). User 1 desires to send data to user 2 and user 2 desires
to send data to user 1. Likewise, user 3 desires to send data to user 4 and user 4 desires to send data
to user 3.

Station Station
\
p4 k4 4 5 \p2 p3+p,4 / p3+p4
r'e p3+p4 \®
Phase 1: Phase 2:
Uplink transmission Downlink Broadcast
of different packets P of an XORed packet

Figure 4.4: An illustration of the 2 phases forming a cycle.

Letr € {0, 1,2, ...} index a cycle. Each cycle ¢ is divided into 2 phases: In the first phase,
users 1, 2, 3, and 4 all send a new packet (if any) to the base station (this can be accomplished, for
example, using TDMA or FDMA in the first phase). In the second phase, the base station makes
a transmission decision a () € {{1, 2}, {3, 4}}. If a(¢) = {1, 2}, the head-of-line packets for users 1
and 2 are XORed together, XORing with 0 if only one packet is available, and creating a null packet
if no packets from users 1 or 2 are available. The XORed packet (or null packet) is then broadcast
to all users. We assume all packets are labeled with sequence numbers, and the sequence numbers of
both XORed packets are placed in a packet header. As in (148), users 1 and 2 can decode the new
data if they keep copies of the previous packets they sent. If a(#) = {3, 4}, a similar XOR operation
is done for user 3 and 4 packets.

Assume that downlink channel conditions are time-varying and known at the beginning of
each cycle, with channel state vector S(¢) = (S1(¢), Sa2(2), S3(t), S4(t)),where S;(t) € {ON, OFF}.
Only users with ON channel states can receive the transmission. The queueing dynamics from one
cycle to the next thus satisfy:

01(t + 1) = max[Q1(r) — b1(1), 01 + az(r) , Qa(r +1) = max[Q2(t) — b2(1), 0] + a1 (1)
03(r + 1) = max[Q3(r) — b3(1), 0] + a4(r) , Qa(r + 1) = max[Q4(r) — ba(2), 0] + a3 (1)
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where Q(7) is the integer number of packets waiting in the base station for transmission to desti-
nation k, br(¢) € {0, 1} is the number of packets transmitted over the downlink to node k during
cycle t, satisfying:

1 ifS(r) = ON and k € a(r)
0 otherwise

b(t) = b (a (1), S(1)) = {

and ax (¢) is the number of packets arriving over the uplink from node k during cycle ¢ (notice that
data destined for node 1 arrives as the process ax(7), etc.). Suppose that S(¢) is i.i.d. over cycles, with
probabilities my = Pr[S(t) = s],wheres = (S1, S2, S3, S4). Arrivals ai () are i.i.d. over cycles with
rate Aoy = E {ax(¢)}, for k € {1, ..., 4}, and with bounded second moments.

a) Suppose that S(r) = (ON,ON, OFF, ON) and that Qk(t) > 0 for all queues k €
{1,2,3,4}. It is tempting to assume that mode «(f) = {1, 2} is the best choice in this case,
although this is not always true. Give an example where it is impossible to stabilize the sys-
tem if the controller always chooses «(f) = {1, 2} whenever S(r) = (ON, ON, OFF, ON) or
S(t) =(ON,ON,ON, OFF), but where a more intelligent control choice would stabilize the
system.®

b) Define L(Q(1)) = % Zizl Or(1)2. Compute A(Q(7)) and show it has the form:

AQ®) = B ~E{Ti) 0cOb(®) = knio]| Q) (4.93)

where m(1) =2, m(2) =1, m(3) =4, m(4) = 3, and where B < oo. Design a control policy that
observes S(r) and chooses actions a(f) to minimize the right-hand-side of (4.93) over all feasible
control policies.

¢) Consider all possible S-only algorithms that choose a transmission mode as a stationary
and random function of the observed S(¢) (and independent of queue backlog). Define the S-only
throughput region A as the set of all (11, A2, A3, A4) vectors for which there exists an S-only policy
a*(t) such that:

E{b1(@ (1), S0)), bae* (1), SO, bata* (6, S, ba@ (1), SW)} = (R, 21, 2, 23)

Suppose that (A1, A2, A3, A4) is interior to A, so that (\] + €, A2 + €, A3 + €, A4 + €) € A for some
value € > 0. Conclude that the drift-minimizing policy of part (b) makes all queues strongly stable,
and provide an upper bound on time average expected backlog.

Exercise 4.13. (A modified algorithm) Suppose the conditions of Theorem 4.8 hold. However,
suppose that every slot# we observe @ (t), ®(¢) and choose an action & (r) € A () that minimizes the
81t can also be shown that an algorithm that always chooses «(f) = {1,2} under states (ON, ON, OFF, ON) or

(ON,ON,ON, OFF) and when there are indeed two packets to serve will not necessarily work—we need to take queue
length into account. See (10) for related examples in the context of a 3 x 3 packet switch.
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exact drift-plus-penalty expression A(@(t)) + VE {)7() (a (1), a)(t))l@)(t)}, rather than minimizing
the upper bound on the right-hand-side of (4.44).

a) Show that the same performance guarantees of Theorem 4.8 hold.

b) Using (2.2), state this algorithm (for C = 0) in the special case when L =J =0,
yi(t) =ej(t) =0,0(t) =[(ar1(t), ..., ak (1), (S1(1), ..., Sk ()], ar(a(t), o(t)) = ar(t),a(t) €
{1, ..., K} (representing a single queue that we serve every slot), and:

Sp(t) fa@®)=k

br(a(t), w(t)) = { 0 ifa(t) #k

(), 509) —{_compressor )4 aty {2

v
Distortion d(t)

Figure 4.5: A dynamic data compression system for Exercise 4.14.

Exercise 4.14. (Distortion-Aware Data Compression (143)) Consider a single queue Q(r) with
dynamics (2.1), where b(7) is an 1.i.d. transmission rate process with bounded second moments. As
shown in Fig. 4.5, the arrival process a(t) is generated as the output of a data compression operation.
Specifically, every slot ¢ a new packet of size A(r) bits arrives to the system (where A(r) =0 if
no packet arrives). This packet has meta-data B(t), where B(t) € B, where B represents a set of
different data types. Assume the pair (A(t), B(1)) is i.i.d. over slots. Every slot 7, a network controller
observes (A(t), B(t)) and chooses a data compression option c(t) € {0, 1, ..., C},where c¢(t) indexes a
collection of possible data compression algorithms. The output of the compressor is a compressed packet
of random size a(t) = a(A(t), B(t), c(t)), causing a random distortion d(t) = c?(A(t), B(1), c(1)).
Note that 4(-) and d(-) are random functions. Assume the pair (a(t), d(t)) is i.i.d. over all slots with
the same A(¢), B(t), c(t). Define functions m(A, B, ¢) and §(A, B, ¢) as follows:

m(A,B.c) & E{a(A®), (1), ct)|A@) = A, B(t) = B, c(t) = c}

54 p.0) 2 E{AA®, 1) c)IA®) = A, B1) = B,c(t) = c]
Assume that ¢(t) = 0 corresponds to no compression, so that m(A, B,0) = A, §(A, B,0) =0 for
all (A, B). Further, assume that c(f) = C corresponds to throwing the packet away, so that

m(A, B, C) = 0forall (A, B). Further assume there is a finite constant o such that for all (A, B, ¢),
we have:

IA
Q

E{a(A@), B0), ct)?AW) = A, p@) = B.c(t) = ¢
E{d(A@®). B0, c)IAG) = A, B(1) = . c(t) = ¢

IA
Q

}
} 2
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Assume the functions m(A, B, ¢) and 8(A, B, ¢) are known. We want to design an algorithm
that minimizes the time average expected distortion d subject to queue stability. It is clear that this
problem is feasible, as we can always choose (1) = C (although this would maximize distortion).
Use the drift-plus-penalty framework (with fixed V) to design such an algorithm. Hint: Use iterated
expectations to claim that:

E{a(A@), B(1), c(t)|Q(1)} E{E {a(A@), B1), c())|Q), A@W), B(1), c(1)} |0(1)}

E{m(A(@), B(1), c(1)]1Q 1)}

Exercise 4.15. (Weighted Lyapunov Functions) Recompute the drift-plus-penalty bound in
Lemma 4.6 under the following modified Lyapunov function:

s 1 & 1<
LOW) =5 Y weQx®)’ + 5 ) 20 +5 ) Hj(1)’
k=1 =1

j=1

where {wi}X_| are a positive weights. How does the drift-plus-penalty algorithm change?

Y(t)
Q4 (1) M4 (t)
aq(t) 1 IEE— Q5(t) ST
X(t)H<:
ag(t)

QO

Figure 4.6: The 3-node multi-hop network for Exercise 4.16.

Exercise 4.16. (Multi-Hop with Orthogonal Channels) Consider the 3-node wireless network of
Fig.4.6. The network operates in discrete time with unit timesslots 7 € {0, 1, 2, .. .}.It has orthogonal
channels, so that node 3 can send and receive at the same time. The network controller makes power

allocation decisions and routing decisions.

* (Power Allocation) Let p; (t) be the transmission rate at node i on slot ¢, fori € {1, 2, 3}.This
transmission rate depends on the channel state S;(7) and the power allocation decision P; (t)
by the following function:

wi(t) =log(1 + P;(1)S;i(1)) Vi €{l1,2,3}, V1
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where log(-) denotes the natural logarithm. Every time slot ¢, the network controller
observes the channels (S;(¢), S2(¢), S3(t)) and determines the power allocation decisions
(P1(t), P2(t), P3(1)), made subject to the following constraints:

0<P(t)<1Vie{l 2 3}Vt

* (Routing) There are two arrival processes X (¢) and Y (7), taking units of bits. The X (¢) process
can be routed to either queue 1 or 2. The Y (r) process goes directly into queue 3. Let a; (7)
and ao (1) represent the routing decision variables, where ai(t) is the amount of bits routed to
queue 1, and as () is the amount of bits routed to queue 2. The network controller observes
X (1) every slot and makes decisions for (a1 (t), az(t)) subject to the following constraints:

ai(t) 20, ax(®) =0, ai(t) +axt) = X() Vt
It can be shown that the Lyapunov drift A(Q(¢)) satisfies the following every slot ¢:

AQ@) < B+ Q1(OE{a1(t) — m1()Q@)} + Q2(0)E {ax (1) — n2()|Q(1)}
+O3OE {1 () + Y1) — nu3()|Q 1)}

where B is a positive constant. We want to design a dynamic algorithm that solves the following

problem:

Minimize: P+ P>+ P3

Subject to: 1)  Q;(#) is mean rate stable Vi € {1, 2, 3}
2) ai(t) =0, ax(t) 20, ai(t) +ax(t) = X(¢) Vt
3) 0<Pi(r)<1Vie(l,23),V

a) Using a fixed parameter V > 0, state the drift-plus-penalty algorithm for this problem.
The algorithm should have separable power allocation and routing decisions.

b) Suppose that V =20, Q1(t) =50, Qa2(t) = Q3(t) =20, Si(1) = S2(t) = S3(t) = 1.
What should the value of Pj(f) be under the drift-plus-penalty algorithm? (give a numeric value)

c) Suppose (X(r),Y(t)) is iid. over slots with E{X(r)} =ix and E{Y ()} = Ay.
Suppose (S1(7), S2(t), S3(¢)) is iid. over slots. Suppose there is a stationary and ran-
domized policy that observes (X (t), Y (r), S1(¢), S2(t), S3(¢)) every slot ¢, and makes ran-
domized decisions (aj(t),a;(t), P (¢), Py(t), P;(¢)) based only on the observed vector
(X (@), Y(), S1(1), S2(t), S3(t)). State desirable properties for the expectations of E {aik(t)},
E {a’z“ (t)}, E {log(l + PX(1)S; (t))} for i € {1, 2, 3} that would ensure your algorithm of part (a)
would make all queues mean rate stable with time average expected power expenditure given by:

Pi+P+P3<¢+B/V

where ¢ is a desired value for the sum time average power. Your properties should be in the form of
desirable inequalities.
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4.11 APPENDIX 4.A —PROVING THEOREM 4.5

This appendix characterizes the set of all possible time average expectations for the variables [(y; (7)),
(ej (1)), (ar(1)), (br(t))] defined in Section 4.2. It concludes with a proof of Theorem 4.5, which
shows that optimality for the problem (4.31)-(4.35) can be defined over the class of w-only policies.
The proof involves set theoretic concepts of convex sets, closed sets, limit points, and convergent subse-
quences. In particular, we use the well known fact that if {x(¢)}72, is an infinite sequence of vectors
that are contained in some bounded set X C R¥ (for some finite integer k > 0), then there must
exist a convergent subsequence {Z ()}, that converges to a point & in the closure of X’ (see, for
example, A14 of (145)). Specifically, there is a vector & in the closure of X" and an infinite sequence
of increasing positive integers {t1, 2, 13, .. .} such that:

lim z(t;) ==
1—> 00

4.11.1 THEREGIONT

Let I represent the region of all [@l)lL:o’ (Ej)J

[E (Ek),{(:1 , (br) le] values that can be achieved by
w-only policies. Equivalently, this can be viewed as the region of all one-slot expectations that can
be achieved via randomized decisions when the w(f) variable takes values according to its stationary
distribution. The boundedness assumptions (4.25)-(4.30) ensure that the set I" is bounded. It is easy
to show that I is also convex by using an w-only policy that is a mixture of two other w-only policies.

Now note that for any slot T and assuming that & (7) has its stationary distribution, the one-
slot expectation under any decision a(t) € Awy(r) is in the set T, even if that decision is from an

arbitrary policy that is not an w-only policy. That is:

E{[G1(@(), 0(0), @ (@(@), 0(@). @ @), o@), (@), o@)]] € T

where the expectation is with respect to the random @(7) (which has the stationary distribution)
and the possibly random «(7) that is made by the policy in reaction to the observed w (7). This
expectation is in I' because any sample path of events that lead to the policy choosing a(t) on
slot T simply affects the conditional distribution of a(7) given the observed w(t), and hence the
expectation can be equally achieved by the w-only policy that uses the same conditional distribution.”

This observation directly leads to the following simple lemma.

Lemma 4.17  If w(t) s in its stationary distribution for all slots T, then for any policy that chooses
a(t) € Ay(r) over time (i including policies that are not w-only), we have for any slott > 0:

t—1

1 N
A > E {[(ﬁz(a(f), w (1)), (€j(a(r), (7)), (ar(a(r), (7)), (br(a(7), w(f))]} el (4.94)

=0

IWe implicitly assume that the decision a(7) on slot T has a well defined conditional distribution.
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Thus, if * is a limit point of the time average on the left-hand-side of (4.94) over a subsequence of times
t; that increase to infinity, then T is in the closure of .

Proof. Each term in the time average is itself in I', and so the time average is also in I" because T" is
convex. o

Thus, the finite horizon time average expectation under any policy cannot escape the set I,
and any infinite horizon time average that converges to a limit point cannot escape the closure of
[. If the set T is closed, then any limit point 7* is inside I" and hence (by definition of I') can
be exactly achieved as the one-slot average under some w-only policy. If T is not closed, then r*
can be achieved arbitrarily closely (i.e., within a distance 8, for any arbitrarily small § > 0), by an
w-only policy. This naturally leads to the following characterization of optimality in terms of w-only
policies.

4.11.2 CHARACTERIZING OPTIMALITY
Define I as the set of all points [(1), (e;), (ax), (br)] in the closure of I' that satisfy:

v =<0VvVle{l,....,L}, e, =0Vjel{l,....,J}, ap <bp Yk e{l,...,K} (4.95)

It can be shown that, if non-empty, [ is closed and bounded. If T is non-empty, define yj as the
minimum value of yo for which there is a point [(y;), (¢;), (ax), (bx)] € T'. Intuitively, the set T’
is the set of all time averages achievable by w-only policies that meet the required time average
constraints and that have time average expected arrivals less than or equal to time average expected
service, and y; is the minimum time average penalty achievable by such w-only policies. We now
show that y;j = ygp !
Theorem 4.18  Suppose the w(t) process is stationary with distribution 7w(w), and that the system
satisfies the boundedness assumptions (4.25)-(4.30) and the law of large numbers assumption specified in
Section 4.2. Suppose the problem (4.31)-(4.35) is feasible. Let au(t) be any control policy that satisfies the
constraints (4.32)-(4.35), and let 7 (t) represent the t-slot expected time average in the left-hand-side of
(4.94) under this policy.

a) Any limit point [(1), (e;), (ak), (br)] of {7 ()}72, is in the set . In particular, the set T is
non-empty.

b) The time average expected penalty under the algorithm o(t) satisfies:

1 t—1
liminf — » E{Jo(x(t), 0(®))} = y; (4.96)
t—00 tt:O

Thus, no algorithm that satisfies the constraints (4.32)-(4.35) can yield a time average expected penalty

smaller than y§. Further, y; = ygpt.
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Proof. To prove part (a), note from Lemma 4.17 that 7 () is always inside the (bounded) set I'.
Hence, it has a limit point, and any such limit point is in the closure of I'. Now consider a particular
limit point [(y;), (e;), (ax), (bx)], and let {£;}7°, be the subsequence of non-negative integer time
slots that increase to infinity and satisfy:

ll_l)ngo rt) = [(), (e)), (ak), (Dr)]
Because the constraints (4.32) and (4.33) are satisfied, it must be the case that:
V<OVie(l,....,L} . ¢j=0Yje(l,....J) (4.97)

Further, by the sample-path inequality (2.5), we have for all #; > 0 and all k:

-1

> E{ae@, o) - hi@@, 0@}

1,
=0

E{Qr@)}  E{Q«(0)} - 1

1 L 1

Because the control policy makes all queues mean rate stable, taking a limit of the above over the
times #; — 00 yields 0 > ax — by, and hence we find that:

ar < by Yk e {l,...,K} (4.98)

The results (4.97) and (4.98) imply that the limit point [(y;), (¢;), (ax), (bx)] is in the set r.
To prove part (b), let {£;}72 be a subsequence of non-negative integer time slots that increase
to infinity, that yield the lim inf by:

. ltifl R o lt—l A
lim — ;)E {Fo(@(®), (x)} = liminf ;)E {[Fo(@(0), (1)} (4.99)

i—o0 [

and that yield well defined time averages [(y1), (e;), (ak), (b)] for r(#;) (such a subsequence can be
constructed by first taking a subsequence {/} that achieves the lim inf, and then taking a convergent
subsequence {1;} of {t/} that ensures the r(#;) values converge to a limit point). Then by part (a), we
know that [(y;), (e;), (ax), (br)] € I, and so its yo component (being the lim inf value in (4.99)) is
greater than or equal to yj because yj, is the smallest possible yo value of all points in r.

It follows that no control algorithm that satisfies the required constraints has a time average
expected penalty less than y;. We now show that it is possible to achieve y;, and so y; = ygp ! For
simplicity, we consider only the case when I' is closed. Let [(y/), (e’;), (ap), (b))] be the point in T’
that has component yj. Because I" is closed, I is a subset of I, and so (), (ejf), (ap), ()] e .1t
follows there is an w-only algorithm o* () with expectations exactly equal to [(y}"), (ej), (ap), (bp)]
on every slot ¢. Thus, the time average penalty is y;, and the constraints (4.32), (4.33) are satisfied
because y <0 forall / € {1,..., L}, e;’f =0 for all j € {1,..., J}. Further, our “law-of-large-

number” assumption on w(f) ensures the time averages of ax(a*(r), (t)) and l;k(oz*(t), w(1)),
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achieved under the w-only algorithm o*(¢), are equal to @ and b} with probability 1. Because
a; < by and the second moments of ai () and by (¢) are bounded by a finite constant o2 forall ¢,
the Rate Stability Theorem (Theorem 2.4) ensures that all queues Qi (¢) are mean rate stable. O

We use this result to prove Theorem 4.5.

Proof. (Theorem 4.5) Let [(y}), (ejf), (a;), (by)] be the point in I" that has component y; (where
o= " by Theorem 4.18). Note by definition that T is in the closure of . If T" is closed,
then [(y/), (ejf), (ap), (b})] € ' and so there exists an w-only policy a*(¢) that achieves the av-
erages [(y}"), (ejf), (a;), (by)] and thus satisfies (4.36)-(4.39) with § = 0. If " is not closed, then
(), (e}k.), (ap), (b})]is alimit point of I and so there is an w-only policy that gets arbitrarily close
to [(¥/), (e;f), (a;), (by)], yielding (4.36)-(4.39) for any § > 0. O

The above proof shows that if the assumptions of Theorem 4.5 hold and if the set I' is closed,
then an w-only policy exists that satisfies the inequalities (4.36)-(4.39) with § = 0.
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CHAPTER 5

Optimizing Functions of Time
Averages

Here we use the drift-plus-penalty technique to develop methods for optimizing convex functions of
time averages, and for finding local optimums for non-convex functions of time averages. To begin,
consider a discrete time queueing system Q(f) = (Q1(t), ..., Qk (t)) with the standard update
equation:

Qi (t + 1) = max[Qk (1) — bi (1), 0] + ax(7) (5.1)
Let (t) = (x1(2), ..., xp (), y@) = (y1(@), ..., yL(t)) be attribute vectors. As before, the ar-
rival, service, and attribute variables are determined by general functions ax (1) = ax(a (1), @ (1)),
bi(t) = br(ae(t), (1)), xm(t) = Zm(a(t), w(t)) and y;(t) = $(a(t), w(t)). Consider now the fol-
lowing problem:

Maximize: ¢ () (5.2)
Subjectto: 1) ¥y, <0 Vle{l,...,L} (5.3)
2) All queues Qy(r) are mean rate stable (5.4)
3) a(t) € Ay Vi (5.5)

where ¢ () is a concave, continuous, and entrywise non-decreasing uzi/ity function defined over an
appropriate region of RM (such as the non-negative orthant when x,, (¢) attributes are non-negative,
or all RM otherwise). A more general problem, without the entrywise non-decreasing assumption,
is considered in Section 5.4.

Problems with the structure (5.2)-(5.5) arise, for example, when maximizing network
throughput-utility, where T represents a vector of achieved throughput and ¢ () is a concave
function that measures nefwork fairness. An example utility function that is useful when attributes
Xp (¢) are non-negative is:

M
¢(@) = log(l + vxm) (5.6)
m=1
where v, are positive constants. This is useful because each component function log(1 + vy,x,)
has a diminishing returns property as x,, is increased, has maximum derivative v,,, and is 0 when
X, = 0. Another common example is:

M
¢(@) =) log(xy) (5.7)
m=1
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This corresponds to the proportional fairness objective (1)(2)(5). The function ¢ () does not need to
be differentiable. An example non-differentiable function that is concave, continuous, and entrywise
non-decreasing is ¢ (x) = min[xy, x2, ..., xp].

The problem (5.2)-(5.5) is different from all of the problems seen in Chapter 4 because it
involves a function of a time average. It does not conform to the structure required for the drift-plus-
penalty framework of Chapter 4 unless the function ¢ () is linear, because a linear function of a
time average is equal to the time average of the linear function. In the case when ¢ () is concave but
nonlinear, maximizing the time average of ¢ (x (1)) is typically 7oz the same as maximizing ¢ () (see
Exercise 5.12 for a special case when it is the same). Below we transform the problem by adding a
rectangle constraint and auxiliary variables in such a way that the transformed problem involves only
time averages (not functions of time averages), so that the drift-plus-penalty framework of Chapter
4 can be applied. The key step in analyzing the transformed problem is Jensens inequality.

5.0.3 THE RECTANGLE CONSTRAINT R

Define ¢°P" as the maximum utility associated with the above problem, augmented with the following
rectangle constraint:

TeR (5.8)
where R is defined:

Ré{(xla s, XM) € RM'Vm,min < Xm = VYm,max Vm e {l,..., M}}

where Vi min and Y, max are finite constants (we typically choose Y min = 01in cases when attributes
Xm (1) are non-negative). This rectangle constraint is useful because it limits the  vector to a bounded
region, and it will ensure that the auxiliary variables that we soon define are also bounded. While
this T € R constraint may limit optimality, it is clear that P’ increases to the maximum utility of
the problem without this constraint as the rectangle R is expanded. Further, ¢ is exactly equal to
the maximum utility of the original problem (5.2)-(5.5) whenever the rectangle R is chosen large
enough to contain a time average attribute vector T that is optimal for the original problem.

5.0.4 JENSEN’'SINEQUALITY

Assume the concave utility function ¢ (x) is defined over the rectangle region © € R. Let X =
(X1, ..., Xum) be a random vector that takes values in R. Jensen’s inequality for concave functions
states that:

E{X}eR ., and E{p(X)} < ¢(E{X} (5.9)

Indeed, even though we stated Jensen’s inequality in Section 1.8 in terms of convex functions
f () with a reversed inequality E { f (X)} > f(E{X}), this immediately implies (5.9) by defining
f(X) = —¢(X).

Nowlety (t) = (y1(7), ..., ym (7)) be aninfinite sequence of random vectors that take values
in the set R for € {0, 1, 2, .. .}. It is easy to show that Jensen’s inequality for concave functions
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directly implies the following for all # > 0 (see Exercise 5.3):

1 t—1 1 t—1 1 t
S Y@MER and - o) =¢ (; > y(r)) (5.10)
=0 T

=0
t—1

—1
=0
1 1 t—1 1 t—1
“D Ely@}eR and -} Elp(r@))<¢ (; ZE{y(r)}) (5.11)
=0 =0

=0

Taking limits of (5.11) as t — oo yields:

Y €R and ¢(y) <9 (¥)
where y and ¢ (y) are defined as the following limits:

1=t L =
7L )im S Y Ep@) . 6002 Jim Y @@ @) (5.12)
=0 =0

where we temporarily assume the above limits exist. We have used the fact that the rectangle R is a
closed set to conclude that a limit of vectors in R is also in R.

In summary, whenever the limits of ¥ and ¢ () exist, we can conclude by Jensen’s inequality
that ¢ (¥) > ¢ (). That is, the utility function evaluated at the time average expectation’y is greater
than or equal to the time average expectation of ¢ (y (t)).

5.0.5 AUXILIARY VARIABLES

Lety(t) = (y1(1), ..., ym(t)) be a vector of auxiliary variables chosen within the set R every slot.
We consider the following modified problem:

Maximize: o) (5.13)

Subjectto: 1) ¥y, <0 Vle{l,...,L} (5.14)

2) 7, <Tm Vmell,..., M) (5.15)

3) All queues Qy(t) are mean rate stable (5.16)

4) py(@) eR Vt (5.17)

5) a(t) € Ayp) Vi (5.18)

where ¢(y) and ¥ = (¥, ..., V) are defined in (5.12). This transformed problem involves only

time averages, rather than functions of time averages, and hence can be solved with the drift-plus-
penalty framework of Chapter 4. Indeed, we can define yq (L — ¢(y (1)), and define a new control
action o’ (1) = (a(2), y (¢)) subject to &' (¢) € [Awp(), RI.

This transformed problem (5.13)-(5.18) relates to the original problem as follows: Suppose
we have an algorithm that makes decisions o™ (¢) and y*(¢) over time ¢ € {0, 1,2, ...} to solve the
transformed problem. That is, assume the solution meets all constraints (5.14)-(5.18) and yields a
maximum value for the objective (5.13). For simplicity, assume all limiting time average expectations

¥, 5], 7", ¢ (¥*) exist, where ¢ (y*) is the maximum objective value. Then:
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* The decisions o*(r) produce time averages that satisfy all desired constraints of the original
problem (5.2)-(5.5) (so that y; < 0 for all / and all queues Q(¢) are mean rate stable), and
the resulting time average attribute vector T* satisfies ¢ (Z*) > ¢ (p*). This is because:

¢@*) = d¥") = d(y*)
where the first inequality is due to (5.15) and the entrywise non-decreasing property of ¢ (),

and the second inequality is Jensen’s inequality.

* ¢(y*) > ¢°P' . Thatis, the maximum utility of the transformed problem (5.13)-(5.18) is greater
than or equal to ¢°P'. This is shown in Exercise 5.2.

The above two observations imply that ¢(x*) > ¢?P". Thus, designing a policy to solve the
transformed problem ensures all desired constraints of the original problem (5.2)-(5.5) are satisfied while
producing a utility that is at least as good as ¢°P".

5.1 SOLVING THE TRANSFORMED PROBLEM

Following the drift-plus-penalty method (using a fixed V'), we enforce the constraints y; < 0 and
Ym < Xm in the transformed problem (5.13)-(5.18) with virtual queues Z;(¢) and G, (¢):

Zit+1) = max[Z;(¢t)+ y(@),0] ,vie{l,...,L} (5.19)
Gnu(t+1) = max[G, )+ ym@) —x,(@),0] ,Vme{l,..., M} (5.20)

Define @(1)2[Q(1), Z(1), G(1)], and define the Lyapunov function:
LOMAL [T 0u? + X, 2102 + ), G 0)?

Assume that o (t) is i.i.d., and that y; (1), x,, (), ax (t), bx () satisfy the boundedness assump-
tions (4.25)-(4.28). It is easy to show the drift-plus-penalty expression satisfies:

L
A@@1) — VE{p(y(1)|O1)} < D = VE{$(y )OO} + Y ZI(OE {y(1)|O )}

=1

K M
+ > OO {ar(t) — be)O®)} + Y Gu(E {ym(t) — xn (1) O (1))} (5.21)

k=1 m=1

where D is a finite constant related to the worst-case second moments of y;(¢), X, (¢), ar(t), by ().
A C-additive approximation chooses y (t) € R and a(f) € Ay ) such that, given ©(?), the right-
hand-side of (5.21) is within C of its infimum value. A 0-additive approximation thus performs the
following:

* (Auxiliary Variables) For each slot #, observe G(r) and choose y (7) to solve:

Maximize: Vo @) — XM G ym(t) (5.22)
Subject to:  Yim.min < Ym(®) < Vm.max Ym € {1, ..., M} (5.23)
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* (a(t) Decision) For each slot 7, observe @(7) and w(¢), and choose «(¢) € Ay (1) to minimize:

L K
2O, o) + Y Qrlar(@(t), o (1) — bi(a(t), o ()]
=1

k=1

M
_ Z G (D) Xm (o (1), (1))

m=1

* (Queue Update) Update the virtual queues Z;(r) and G,,(t) according to (5.19) and (5.20),
and the actual queues Ok (¢) by (5.1).

Define time average expectations Z(t), y (t), y;(t) by:

1 t—1 1 t—1 1 t—1
— A — A — A
=) El@@) , YO, ) Ely@}, 5= ) En@) (.24
=0 =0 =0
Define ¢™“* as an upper bound on ¢ (p ()) for all #, and assume it is finite:
¢maxé¢(yl,max’ Y2.maxs - -« Vm,max) < (525)

Theorem 5.1  Suppose the boundedness assumptions (4.25)-(4.28), (5.25) hold, the function ¢ (x) is
continuous, concave, and entrywise non-decreasing, the problem (5.2)-(5.5), (5.8) (including the constraint
T € R) is feasible, and E{L(©(0))} < oo. If w(t) s i.i.d. over slots and any C-additive approximation

is used every slot, then all actual and virtual queues are mean rate stable and:

litrgiogfqﬁ(i(t)) > ¢?'—(D+0O)V (5.26)
limsupy;(t) < 0 ,Vlief{l,...,L} (5.27)
11— 00

where $°P' is the maximum utility of the problem (5.2)-(5.5), (5.8) (including the constraint @ € R),
and T (t), y;(t) are defined in (5.24).

The following extended result provides average queue bounds and utility bounds for all slots
f.

Theorem 5.2 Suppose the assumptions of Theorem 5.1 hold.
(a) If there is an € > 0, an w-only policy a*(t), and a finite constant Qe such that the following
Slater-type conditions hold:

E {5 (), w@)} <0 Viefl,..., L} (5.28)
E {&k(a*(t), w () — b (a™ (1), a)(t))} <—¢ Vkell.... K} (5.29)
Ym,min SE{xAm((X*([)a w(t))} < VYmmax Ym €{l,..., M} (5.30)

PE{&(* (1), 0(1)}) = pe (5.31)
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then all queues Qi (t) are strongly stable and for allt > 0, we have:

L D+C+V(p(py*) — ¢ E{L(©
SY Y Bl = ( ) o
tr:Ok:l € “

where ¢ (y*) is the maximum objective function value for the transformed problem (5.13)-(5.18).
(6) If all virtual and actual queues are initially empty (so that @ (0) = 0) and if there are finite
constants vy, > 0 such that for all y (t) and all x(t), we have:

M
B () — @) = D vnlym(®) — x(0)] (5.32)

m=1

then for allt > 0, we have:

M

= opt _
¢ @) = ¢ v ;

m=1

where E{G, (1)} /1 is 0(1/\/;)farallm e{l,...,M}.

The assumption that all queues are initially empty, made in part (b) of the above theorem,
is made only for convenience. The right-hand-side of (5.33) would be modified by subtracting
the additional term E {L(©®(0))} /Vt otherwise. We note that the v,, constraint (5.32) needed
in part (b) of the above theorem is satisfied for the example utility function in (5.6), but not for
the proportionally fair utility function in (5.7). Further, the algorithm developed in this section
(or C-additive approximations of the algorithm) often result in deterministically bounded queues,
regardless of whether or not the Slater assumptions (5.28)-(5.31) hold (see flow control examples
in Sections 5.2-5.3 and Exercises 5.5-5.7). For example, it can be shown that if (5.32) holds, if y (1)
is chosen by (5.22)-(5.23), and if X, () > Y min for all 7, then G, (1) < Vvy + Vi max for all ¢
(provided this holds at # = 0). In this case, E {G,,(#)} /t is O(1/1), better than the O(1/+/7) bound
given in the above theorem. As before, the same algorithm can be shown to perform efficiently when
the w(7) process is non-i.i.d. (38)(39)(136)(42). This is because the auxiliary variables transform the
problem to a structure that is the same as that covered by the ergodic theory and universal scheduling
theory of Section 4.9.

Proof. (Theorem 5.1) Because the C-additive approximation comes within C of minimizing the

right-hand-side of (5.21), we have:
L
AO() — VE{p(y1)|ON)} <D+ C - Vo(y™) + Z Z(HE {)’1*(f)|®(f)}
=1

K M
+) QOB {af () —biDIOM} + D GuE {y, — x5 (1)|O0)} (5.34)

k=1 m=1
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where y* = (y[, ..., yyy) is any vector in R, and y/(¢), a} (t), bj (¢), x,,, (¢) are from any alternative
(possibly randomized) policy a*(7) € Ay ). Now note that feasibility of the problem (5.2)-(5.5),
(5.8) implies feasibility of the transformed problem (5.13)~(5.18).! This together with Theorem 4.5
implies that for any § > 0, there is an w-only policy a*(r) € A () and a vector p* € R such that:

—¢(r") = —¢"" +38
E {5 @), 0@} <6 Vie{l,..., L)
E {&k(a*(t),w(t)) — be(@* (1), a)(t))} <8 Vke{l,... K}
E{y} —in@ @), 0®)) <8 Vmell,..., M)
Assuming that § = 0 for convenience and plugging the above into (5.34) gives:2
A@O@)) — VE{p(y(1)|O@1)} < D+ C — Vo (5.35)

This is in the exact form for application of the Lyapunov Optimization Theorem (Theorem 4.2)
and hence by that theorem (or, equivalently, by using iterated expectations and telescoping sums in
the above inequality), for all 7 > 0, we have:

1 t—1
" ZE{¢()’(T))} > ¢ —(D+C)/V —E(L(O0)}/(V1)
=0

By Jensen’s inequality for the concave function ¢ (p), we have for all # > 0:

Py ®) = ¢ — (D +C)/V —E{L(®O0)}/(V1) (5.36)
Taking a lim inf of both sides yields:
liminf ¢ (7(1)) = ¢ — (D + C)/V (5.37)

On the other hand, rearranging (5.35) yields:
A(O(1) < D+ C + V(™™ —¢")

Thus, by the Lyapunov Drift Theorem (Theorem 4.1), we know that all queues Qx (7), Z; (1), G (1)
are mean rate stable (in fact, we know that E {Qr (1)} /1, E (G, ()} /t,and E {Z;(¢)} /t are O(1/+/1)).
Mean rate stability of Z;(r) and G, () together with Theorem 2.5 implies that (5.27) holds, and
thatforallm € {1, ..., M}:

lim sup[y,, (1) — X ()] <0

t—00
Using this with the continuity and entrywise non-decreasing properties of ¢ (), it can be shown
that:

liminf ¢ (¥ (¢)) < liminf ¢ (T (r))
11— 00 11— 00
Using this in (5.37) proves (5.26). O

ITo see this, the transformed problem can just use the same «(7) decisions, and it can choose y (f) = @ for all 7.
2The same can be derived using § > 0 and then taking a limit as § — 0.
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Proof. (Theorem 5.2) We first prove part (b). We have:

¢ ) = @) +[y(1) —TD)])
< G@(t) + max[¥ (1) — T(1), O]) (5.38)
N
< G@D)+ Y vpmax[¥,, (1) — X (1), 0] (5.39)
m=1

where (5.38) follows by the entrywise non-decreasing property of ¢(x) (where the max[-] rep-
resents an entrywise max), and (5.39) follows by (5.32). Substituting this into (5.36) and using
E{L(®(0))} = 0 yields:

M
P@(1) = ¢ = (D+C)/V = Y vy max[y,, (1) = Xn (1), 0] (5.40)

m=1

By definition of G, () in (5.20) and the sample path queue property (2.5) together with the fact
that G,,(0) = 0, we have forallm € {1, ..., M} and any ¢ > O:

t—1

0 ;Z (0 = 3 (@)

=0

Taking expectations above yields for all > 0:

E{Glm(t)} 7O Tl —> E{Gt—m(t)}zmax[?m(t)—)?m(t),O]

Using this in (5.40) proves part (b) of the theorem.

To prove part (a), we plug the w-only policy a*(t) from (5.28)-(5.31) (using y*(r) =
E {:f:(a*(t), a)(t))}) into (5.34). This directly leads to a version of part (a) of the theorem with
¢ (y*) replaced with ¢™*. A more detailed analysis shows this can be replaced with ¢ (y*) because
all constraints of the transformed problem are satisfied and so the lim sup time average objective can

be no bigger than ¢ (y*) (recall (4.96) of Theorem 4.18). O

5.2 AFLOW-BASED NETWORK MODEL

Here we apply the stochastic utility maximization framework to a simple flow based network model,
where we neglect the actual network queueing and develop a flow control policy that simply ensures
the flow rate over each link is no more than the link capacity (similar to the flow based models for
internet and wireless systems in (2)(23)(29)(149)(150)). Section 5.3 treats a more extensive network
model that explicitly accounts for all queues.

Suppose there are N nodes and L links, where each link / € {1, ..., L} has a possibly time-
varying link capacity b;(t), for slotted time ¢ € {0, 1, 2, .. .}. Suppose there are M sessions, and let
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A, () represent the new arrivals to session m on slot t. Each sessionm € {1, ..., M} has a particular
source node and a particular destination node. The random network event w () is thus:

o(O2[(b1(), ..., b (1); (A1), ..., Au(D))] (5.41)

The control action taken every slot is to first choose x,,(¢), the amount of type m traffic admitted
into the network on slot ¢, according to:

0<xp@) <An() Vmel{l,..., M}, Vt (5.42)

The constraint (5.42) is just one example of a flow control constraint. We can easily modify this
to the constraint x,,(¢) € {0, A, (¢)}, which either admits all newly arriving data, or drops all of
it. Alternatively, the flow controller could place all non-admitted data into a transport layer storage
reservoir (rather than dropping it), as in (18)(22)(19)(17) (see also Section 5.6). One can model a
network where all sources always have data to send by A, (f) = Y, max for all ¢, for some finite value
Ym,max used to limit the amount of data admitted to the network on any slot.

Next, we must specify a path for the newly arriving data from a collection of paths P, associated
with path options of session m on slot 7 (possibly being the set of all possible paths in the network
from the source of session m to its destination). Here, a path is defined in the usual sense, being a
sequence of links starting at the source, ending at the destination, and being such that the end node
of each link is the start node of the next link. Let 1; ,,(¢) be an indicator variable that is 1 if the
data x,, (¢) is selected to use a path that contains link /, and is O else. The (1;,,,,(¢)) values completely
specify the chosen paths for slot 7, and hence the decision variable for slot # is given by:

aE[x1@), - xm @) QO ieqt,... Ly medt,.. my]

Letx = (X1, ...,Xpm) be a vector of the infinite horizon time average admitted flow rates.
Letop(x) = Zf‘nllzl ®m (Xm) be a separable utility function, where each ¢y, (x) is a continuous, concave,
non-decreasing function in x. Our goal is to maximize the throughput-utility ¢ (Z) subject to the
constraint that the time average flow over each link / is less than or equal to the time average capacity
of that link. The infinite horizon utility optimization problem of interest is thus:

Maximize: Z,Ale D (Xm) (5.43)

Subject to: Z%:l 1 mxm < b Viefl,..., L} (5.44)
0<xu(t) <An@), (1u@®)ePy Ymell,..., M}, Vt (5.45)
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where the time averages are defined:

1 t—1
Yn 2 lim ;ZE{xm(t)}
7=0

t—00

t—1

1
Umxm 2 lim =) E{1n(0)xn ()}
t—oo
=0
lt—l
by £ tl_l)rglo;X(:)E{bz(T)}
T=

We emphasize that while the actual network can queue data at each link /, we are not explicitly
accounting for such queueing dynamics. Rather, we are only ensuring the time average flow rate on
each link / satisfies (5.44).

Define ¢" as the maximum utility associated with the above problem and subject to the
additional constraint that:

0<Xm < Vmumax Ym € {1,.... M} (5.46)

for some finite values ¥y max. This fits the framework of the utility maximization problem (5.2)-
(5.5) with y ())& Znﬁle 11 (0)x () — bi(2), K = 0, and with R being all y vectors that satisfy
0 < ¥Ym < VYm.max forallm € {1,..., M} (we choose Yy min = 0 because attributes x,, (r) are non-
negative). As there are no actual queues Q(¢) in this model, we use only virtual queues Z;(¢) and

G (1), defined by update equations:

M
Zi+1) = max [zl(z) + 3 @) — b0, 0] (5.47)
m=1

Gu(t+1) = max[Gy(t) + ym(t) — xm (1), 0] (5.48)
where y,, (1) are auxiliary variables for m € {1, ..., M}. The algorithm given in Section 5.0.5 thus

reduces to:
* (Auxiliary Variables) Every slot 7, each session m € {1, ..., M} observes G, (t) and chooses

¥m (1) as the solution to:

Maximize:  Vdp (Y (1)) — G (£) ym (1) (5.49)
Subject to: 0 < ¥m(®) < Ym.max (5.50)
* (Routing and Flow Control) For each slot 7 and each session m € {1, ..., M}, observe the

new arrivals A, (), the virtual queue backlogs G, (¢), and the link queues Z;(¢), and choose
X (t) and a path to maximize:

Maximize: X ()G (£) — X (8) Y1y 11 (0) Z1 (1)

Subject to: 0 <x,(t) < Ay(t)
The path specified by (1, (7)) is in Py,
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This reduces to the following: First find a shortest path from the source of session m to the
destination of session m, using link weights Z;(¢) as link costs. If the total weight of the
shortest path is less than or equal to G, (), choose x, (t) = A, (t) and route this data over
this single shortest path. Else, there is too much congestion in the network, and so we choose

Xm(t) = 0 (thereby dropping all data A,,(¢)).
* (Virtual Queue Updates) Update the virtual queues according to (5.47) and (5.48).

The shortest path routing in this algorithm is similar to that given in (149), which treats a
flow-based network stability problem under the assumption that arriving traffic is admissible (so that
flow control is not used). This problem with flow control was introduced in (39) using the universal
scheduling framework of Section 4.9.2, where there are no probabilistic assumptions on the arrivals
or time varying link capacities.

5.2.1 PERFORMANCE OF THE FLOW-BASED ALGORITHM

To apply Theorems 5.1 and 5.2, assume w (1) = [(b1 (1), ..., br(t)); (A1(t), ..., Ap(1))] is 1.i.d.
over slots, and that the b;(¢) and A,,(t) processes have bounded second moments. Note that the
problem (5.43)-(5.46) is trivially feasible because it is always possible to satisfy the constraints by
admitting no new arrivals on any slot. Suppose we use any C-additive approximation (where a 0-
additive approximation is an exact implementation of the above algorithm). It follows from Theorem
5.1 that all virtual queues are mean rate stable, and so the time average constraints (5.44) are satisfied,
and the achieved utility satisfies:

liminf ¢ (Z (1)) > ' —(D+C)/V (5.51)

where D is a finite constant related to the maximum second moments of A,,(¢) and b;(¢). Thus,
utility can be pushed arbitrarily close to optimal by increasing V.

We now show that, under some mild additional assumptions, the flow control structure of
this algorithm yields tight deterministic bounds of size O (V) on the virtual queues. Suppose that
Am(t) < Ay max for all 7, for some finite constant A, uqx. Further, to satisfy the constraints (5.32)
needed for Theorem 5.2, assume the utility functions ¢, (x) have finite right derivatives at x = 0,
given by constants v,, > 0, so that for any non-negative x and y we have:

| (X) = (M| = vlx =y (5.52)

It can be shown that if G,,(t) > Vv, then the solution to (5.49)-(5.50) is y;, () = 0 (see
Exercise 5.5). Because y,, (r) acts as the arrival to virtual queue G, (¢) defined in (5.48), it follows

that G,, () cannot increase on the next slot. Therefore, forallm € {1, ..., M}:

0=<Gu@® < Vv + Vin,max Vie{0,1,2,...} (553)
provided that this is true for G,,(0) (which is indeed the case if G,,(0) = 0). This allows one to
deterministically bound the queue sizes Z;(¢) foralll € {1,..., L}:

0<Z(t) < V™ 49 4 MA™ ¥t (5.54)
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max max
, A

provided this holds at time 0, and where V%", y are defined as the maximum of all v,,,,

Vm,max ) Am,max Values:

max A max A Amax A

Vv max Vm , V = max }Vm,max y

To prove this fact, note that if a link / satisfies Z;(r) < Vv 4 y™ then on the next slot, we
have Z;(t + 1) < V™ 4 p™ma% + M A" because the queue can increase by at most M A" on
any slot (see update equation (5.47)). Else, if Z; (1) > Vv™4* 4 y™¥ then any path that uses this

link incurs a cost larger than V™ 4 pmax

, and thus would incur a cost larger than G, () for any
session m. Thus, by the routing and flow control algorithm, no session will choose a path that uses
this link on the current slot, and so Z;(#) cannot increase on the next slot.

Using the sample path inequality (2.3) with the deterministic bound on Z;(r) in (5.54), it
follows that over any interval of T slots (for any positive integer 7' and any initial slot fy), the data
injected for use over link / is no more than Vv 4 p™4* 4 M A™* beyond the total capacity

offered by the link over that interval:

to+T—-1 M to+T—1
Do D lm@xn(@) < Y bi(@) + VYT AT (5.55)
=t m=1 T=lo

5.2.2 DELAYED FEEDBACK

We note that it may be difficult to use the exact queue values Z;(¢) when solving for the shortest
path, as these values change every slot. Hence, a practical implementation may use out-of-date values
Z(t — 1;;) for some time delay 77 ; that may depend on / and 7. Further, the virtual queue updates
for Z;() in (5.47) are most easily done at each link /, in which case, the actual admitted data x,, (1)
for that link may not be known until some time delay, arriving as a process X, (tf — 7;,.1). However,
as the virtual queue size cannot change by more than a fixed amount every slot, the queue value
used differs from the ideal queue value by no more than an additive constant that is proportional to
the maximum time delay. In this case, provided that the maximum time delay is bounded, we are
simply using a C-additive approximation and the utility and queue bounds are adjusted accordingly
(see Exercise 4.10 and also Section 6.1.1). A more extensive treatment of delayed feedback for the
case of networks without dynamic arrivals or channels is found in (150), which uses a differential
equation method.

5.2.3 LIMITATIONS OF THIS MODEL

While (5.55) is a very strong deterministic bound that says no link is given more data than it can
handle, it does not directly imply anything about the acfual network queues (other than the links
are not overloaded). The (unproven) understanding is that, because the links are not overloaded, the
actual network queues will be stable and all data can arrive to its destination with (hopefully small)
delay.
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One might approximate average congestion or delay on a link as a convex function of the time
average flow rate over the link, as in (151)(129)(150).3 However, we emphasize that this is only an
approximation and does not represent the actual network delay, or even a bound on delay. Indeed,
while it is known that average queue congestion and delay is convex if a general stream of traffic
is probabilistically split (152), this is not necessarily true (or relevant) for dynamically controlled
networks, particularly when the control depends on the queue backlogs and delays themselves. Most
problems involving optimization of actual network delay are difficult and unsolved. Such prob-
lems involve not only optimization of rate based utility functions, but engineering of the Lagrange
multipliers (which are related to queue backlogs) associated with those utility functions.

Finally, observe that the update equation for Z;(¢) in (5.47) can be interpreted as a queueing
model where all admitted data on slot ¢ is placed immediately on all links / of its path. Similar models
are used in (23)(29)(150)(31). However, this is clearly an approximation because data in an actual
network will traverse its path one link at a time. It is assumed that the actual network stamps all
data with its intended path, so that there is no dynamic re-routing mid-path. Section 5.3 treats an
actual multi-hop queueing network and allows such dynamic routing.

5.3 MULTI-HOP QUEUEING NETWORKS

Here we consider a general multi-hop network, treating the actual queueing rather than using the
flow-based model of the previous section. Suppose the network has N nodes and operates in slotted
time. There are M sessions, and we let A(r) = (A (¢), ..., Ap(t)) represent the vector of data that
exogenously arrives to the transport layer for each session on slot # (measured either in integer units
of packets or real units of bis).

Eachsessionm € {1, ..., M} hasa particular source node and destination node. Data delivery
takes place by transmissions over possibly multi-hop paths. We assume that a transport layer flow
controller observes A, (t) every slot and decides how much of this data to add to the network layer
at its source node and how much to drop (flow control decisions are made to limit queue buffers and
ensure the network is stable). Let (x,,(2))| nﬂfz | be the collection of flow control decision variables on
slot 7. These decisions are made subject to the constraints 0 < x,,(t) < A, (¢) (see also discussion
after (5.42) on modifications of this constraint).

All data that is intended for destination node ¢ € {1, ..., N} is called commodity c¢ data,
regardless of its particular session. For eachn € {1,..., N} and c € {1, ..., N}, let /\/l,(f) denote
the set of all sessions m € {1, ..., M} that have source node n and commodity c. All data is queued
according to its commodity, and we define Q,(f) (¢) as the amount of commodity ¢ data in node n on
slot 7. We assume that Q,(ln)
network. Let Q(¢) denote the matrix of current queue backlogs for all nodes and commodities.

(t) = 0 for all 7, as data that reaches its destination is removed from the

3Convex constraints can be incorporated using the generalized structure of Section 5.4.




110 5. OPTIMIZING FUNCTIONS OF TIME AVERAGES

The queue backlogs change from slot to slot as follows:

N N
O +1) = 0\0W) = Y ) W+ Y A O+ Y xw)
i=1

j=1 meM

where [Ll(;) (t) denotes the actual amount of commodity ¢ data transmitted from node i to node j

(i.e., over link (i, j)) on slot 7. It is useful to define transmission decision variables //Ll(;) (1) as the bit
rate offered by link (i, j) to commodity ¢ data, where this full amount is used if there is that much
commodity ¢ data available at node i, so that:

i@ < w0 Vi, jocell, .. NV

For simplicity, we assume that if there is not enough data to send at the offered rate, then nul// data
is sent, so that:*

N N
O+ 1) = max| QP M) =Y w0+ w4 Y xw@  (5.56)
i=1

j=1 mem©

This satisfies (5.1) if we relate index k (for Q. (¢) in (5.1)) to index (n, ¢) (for Q,(f) () in (5.56)), and
if we define:

N N
BOWEY )0 . aPORY w O+ Y )
i=1

j=1 meM

5.3.1 TRANSMISSION VARIABLES

Let S(t) represent the fopology state of the network on slot ¢, observed on each slot ¢ as in (22). The
value of S() is an abstract and possibly multi-dimensional quantity that describes the current link
conditions between all nodes under the current slot. The collection of all transmission rates that
can be offered over each link (i, j) of the network is given by a general transmission rate function
b(I (1), S(t))?

b1 (t), S@)) = (bij(I(t), S()))i jel...N}.i%)

where [ (1) is a general network-wide resource allocation decision (such as link scheduling, bandwidth
selection, modulation, etc.) and takes values in some abstract set Zg(; that possibly depends on the
current S(7).

4All results hold exactly as stated if this null data is not sent, so that “=" in (5.56) is modified to “<” (22).

51t is worth noting now that for networks with orthogonal channels, our “max-weight” transmission algorithm (to be defined in
the next subsection) decouples to allow nodes to make transmission decisions based only on those components of the current
topology state S(t) that relate to their own local channels. Of course, for wireless interference networks, all channels are coupled,
although distributed approximations of max-weight transmission exist in this case (see Chapter 6).
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Every slot the network controller observes the current S(¢) and makes a resource alloca-
tion decision I(t) € Zg(). The controller then chooses pL@

ij (t) variables subject to the following

constraints:
w() =0 Vi j.cefl,....N) (5.57)
w0 =) =0 Vi, j.cefl,....N) (5.58)
N
Y ow < by @), S@®)  Vije(l,...,N} (5.59)
c=1

Constraints (5.58) are due to the common-sense observation that it makes no sense to transmit
data from a node to itself, or to keep transmitting data that has already arrived to its destination.
One can easily incorporate additional constraints that restrict the set of allowable links that certain
commodities are allowed to use, as in (22).

5.3.2 THEUTILITY OPTIMIZATION PROBLEM

This problem fits our general framework by defining the random event w()E[A(1): S(1)]. The
control action «(t) is defined by:

representing the resource allocation, transmission, and flow control decisions. The action space Ay, ()
is defined by the set of all () € Zg(), all (//L;;) (1)) that satisfy (5.57)-(5.59), and all (x,,(¢)) that
satisfy 0 < x,,, () < Ay, (¢) forallm € {1, ..., M}.

Define T as the time average expectation of the vector x(¢). Our objective is to solve the

following problem:

Maximize: ¢ () (5.60)
Subject to: a(t) € Ay Vi (5.61)
All queues Q,(f) (f) are mean rate stable (5.62)

where ¢ (x) = Z,A,f:l &m (X)) is a continuous, concave, and entrywise non-decreasing utility func-
tion.

5.3.3 MULTI-HOP NETWORK UTILITY MAXIMIZATION

The rectangle R is defined by all (y1, ..., yu) vectors such that 0 < ¥, < Vi max- Define ¢ as
the maximum utility for the problem (5.60)-(5.62) augmented with the additional constraint = € R.
Because we have not specified any additional constraints, there are no Z;(t) queues. However, we
have auxiliary variables y,, (¢) and virtual queues G, (t) for m € {1, ..., M}, with update:

G+ 1) = max[Gp (1) + ym () — xm (1), 0] (5.63)
The algorithm of Section 5.0.5 is thus:
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* (Auxiliary Variables) For each slot 7, each session m € {1, ..., M} observes the current virtual
queue G, () and chooses auxiliary variable y;, (¢) to solve:

Maximize: Vg (Yin (1)) — G (1) ¥im () (5.64)
Subject to: 0 < vYm(@®) < Vm,max

* (Flow Control) For each slot 7, each session m observes A, (r) and the queue values G, (1),
Qflcn’l") () (where n,, denotes the source node of session m, and ¢;, represents its destination).
Note that these queues are all local to the source node of the session, and hence they can be
observed easily. It then chooses x,, () to solve:

Maximize: G ()X (1) — Q%™ ()0 (1) (5.65)
Subject to: 0 <x,(t) <A@

This reduces to the “bang-bang” flow control decision of choosing x,, () = A, (¢) if Q;Cmm) 1) <
G, (1), and x,, () = 0 otherwise.

* (Resource Allocation and Transmission) For each slot 7, the network controller observes queue
backlogs {Qf,c) (¢)} and the topology state S(¢) and chooses I (t) € Zg(;) and {Ml(]C) (1)} to solve:

Maximize: Y, . 08 (O[X Y, u,(;-) )= YN, 190 (5.66)
Subject to: I(t) € Zg( and (5.57)-(5.59)

* (Queue Updates) Update the virtual queues G, () according to (5.63) and the actual queues
flc) (1) according to (5.56).

The resource allocation and transmission decisions that solve (5.66) are described in Subsection
5.3.4 below. Before covering this, we state the performance of the algorithm under a general C-
additive approximation. Assuming that second moments of arrivals and service variables are finite,
and that w(¢) is i.i.d. over slots, by Theorem 5.1, we have that all virtual and actual queues are mean
rate stable, and:

liminf ¢ @) = ¢”' —(D+C)/V (5.67)

where D is a constant related to the maximum second moments of arrivals and transmission rates.
The queues Qf,c) (1) can be shown to be strongly stable with average size O (V') under an additional
Slater-type condition. If the ¢, (x) functions are bounded with bounded right derivatives, it can be
shown that the queues G, (¢) are deterministically bounded. A slight modification of the algorithm
that results in a C-additive approximation can deterministically bound all actual queues by a constant
of size O(V) (38)(42)(153), even without the Slater condition. The theory of Section 4.9 can be
used to show that the same algorithm operates efficiently for non-i.i.d. traffic and channel processes,
including processes that arise from arbitrary node mobility (38).
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5.3.4 BACKPRESSURE-BASED ROUTING AND RESOURCE ALLOCATION

By switching the sums in (5.66), it is easy to show that the resource allocation and transmission
maximization reduces to the following generalized “max-weight” and “backpressure” algorithms
(see (7)(22)): Every slot ¢, choose I () € ZLs() to maximize:

N N
DN b @), S)Wij () (5.68)
i=1 j=1

where W;; (1) are weights defined by:

Wii(H2 max max[WE (), 0] (5.69)
/ ce(l,...N} ij

where Wl.(jc) (t) are differential backlogs:

w0207 — 0 1)

The transmission decision variables are then given by:

B . % (c)
M,@(t) _ bij(I(),S()) ifc= ‘fij(t) and Wl.]. (t)y=0 (5.70)
J 0 otherwise
where c;"j (t) is defined as the commodity ¢ € {1, ..., N} that maximizes the differential backlog

Wl.(jc) (1) (breaking ties arbitrarily).

This backpressure approach achieves throughput optimality, but, because it explores all pos-
sible routes, may incur large delay. A useful C-additive approximation that experimentally improves
delay is to combine the queue differential with a shortest path estimate for each link. This is pro-
posed in (15) as an enhancement to backpressure routing, and it is shown to perform quite well in
simulations given in (154)(22) ((154) extends to networks with unreliable channels). Related work
that combines shortest paths and backpressure using the drift-plus-penalty method is developed in
(155) to treat maximum hop count constraints. A theory of more aggressive place-holder packets
for delay improvement in backpressure is developed in (37), although the algorithm ideally requires
knowledge of Lagrange multiplier information in advance. A related and very simple Last-In-First-
Out (LIFO) implementation of backpressure that does not need Lagrange multiplier information
is developed in (54), where experiments on wireless sensor networks show delay improvements by
more than an order of magnitude over FIFO implementations (for all but 2% of the packets) while
preserving efficient throughput (note that LIFO does not change the dynamics of (5.1) or (5.56)).
Analysis of the LIFO rule and its connection to place-holders and Lagrange multipliers is in (55).
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5.4 GENERAL OPTIMIZATION OF CONVEX FUNCTIONS
OF TIME AVERAGES

Here we provide a recipe for the following more general problem of optimizing convex functions of
time averages:

Minimize: Vo + f(T) (5.71)
Subjectto: 1) y,+gi(®) <0 Vliefl,...,L} (5.72)
2) TeXNR (5.73)
3) All queues Q(t) are mean rate stable (5.74)
4) a(t) e Ape) VYt (5.75)

where f(x) and g;(zx) are continuous and convex functions of £ € RM, X is a closed and convex
subset of RM and R is an M-dimensional hyper-rectangle defined as:

R = {(x1,...,xm) € IRM”’m,min < Xm = VYm,max VYme{l,..., M}}

where ¥y min and Vi max are finite constants (this rectangle set R is only added to bound the auxiliary
variables that we use, as in the previous sections).

Lety(t) = (y1(t), ..., ym(t)) be avector of auxiliary variables that can be chosen within the
set X NR every slot £. We transform the problem (5.71)-(5.75) to:

Minimize: Yo+ f(¥) (5.76)
Subjectto: 1) ¥, +g(y) <0Vliell,...,L} (5.77)
2) P, =%Xn Vmell,..., M) (5.78)
3) All queues Qi (r) are mean rate stable (5.79)
4 pyt)e XNR Vi (5.80)
5) a(t) € Ay Yt (5.81)

where we define:

t—1 t—1

— 1 — 1
F2Jim =3 E{f@)) , a)E lim — ) Elgy @)
=0 =0

It is not difficult to show that this transformed problem is equivalent to the problem (5.71)-(5.75),
in that the maximum utility values are the same, and any solution to one can be used to construct a
solution to the other (see Exercise 5.9).

We solve the transformed problem (5.76)-(5.81) simply by re-stating the drift-plus-penalty
algorithm for this context. While a variable-V implementation can be developed, we focus here on
the fixed V algorithm as specified in (4.48)-(4.49). For each inequality constraint (5.77), define a
virtual queue Z;(r) with update equation:

Zi(t + 1) = max[Z;(t) + Ji(a(t), o)) + g(y(@)),0] VIe{l,...,L} (5.82)
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For each equality constraint (5.78), define a virtual queue H,, (¢) with update equation:
Hy(t+ 1) = Hy(t) + Y () — X (a(t), (1)) Vm e {l,..., M} (5.83)

Define ©(r) = [Q(1), Z(t), H (1)]. Assume the boundedness assumptions (4.25)-(4.30) hold, and
that w(7) is i.i.d. over slots. For the Lyapunov function (4.43), we have the following drift bound:

A@O@®) + VE{y@® + fy)O0)} = D +L VE {yo(t) + f (¥ )|O()}

+ > ZIOE {yi(0) + g (v (1) 10(1)}

=1

K
+ ) OkOE{ar(t) — b (1)| O (1))

k=1

M
+ Y HuOE (yn () — 21O} (5.84)

m=1

where D is a finite constant related to the worst case second moments of the arrival, service, and
attribute vectors. Now define a C-additive approximation as any algorithm for choosing y (t) €
X NRand a(r) € Ay every slot ¢ that, subject to a given ©(¢), yields a right-hand-side in (5.84)
that is within a distance C from its infimum value.

Theorem 5.3 (Algorithm Performance) Suppose the boundedness assumptions (4.25)-(4.30) hold, the
problem (5.71)-(5.75) is feasible, and E{L(©(0))} < 00. Suppose the functions f(y) and g;(y) are upper
and lower bounded by finite constants over y € X N'R. If w(t) is i.i.d. over slots and any C-additive
approximation is used every slot, then:

limsup [Vo() + F@@)] < vy + £7' + p+c

—0o0 V

(5.85)

where ygp Ly fort represents the infimum cost metric of the problem (5.71)-(5.75) over all feasible policies.
Further, all actual and virtual queues are mean rate stable, and:

limsup [y,(1) + gi(@®()] <0 Vle{l,...,L} (5.86)
[—00
Jlim dist (Z(1), X NR) =0 (5.87)

where dist(T (1), X N'R) represents the distance between the vector T(t) and the set X N'R, being zero
if and only if T(t) is in the (closed) set X N'R.

Proof. See Exercise 5.10. g

As before, an O (V) backlog bound can also be derived under a Slater assumption.
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5.5 NON-CONVEXSTOCHASTIC OPTIMIZATION

Consider now the problem:

Minimize: f(x) (5.88)
Subject to: vy, <0VIiefl,...,L} (5.89)
a(t) € Ay (5.90)

All queues Qy () are mean rate stable (5.91)

where f () is a possibly non-convex function that is assumed to be continuously differentiable with
upper and lower bounds f,i, and fyax, and with partial derivatives df ()/dx,, having bounded
magnitudes v,, > 0. Applications of such problems include throughput-utility maximization with
f(x) given by —1 times a sum of non-concave “sigmoidal” functions that give low utility until
throughput exceeds a certain threshold (see Fig. 5.1). Such problems are treated in a non-stochastic
(static) network optimization setting in (156)(157). A related utility-proportional fairness objective
is studied for static networks in (158), which treats a convex optimization problem that has a fairness
interpretation with respect to a non-concave utility function. The stochastic problem we present here

is developed in (43). An application to risk management in network economics is given in Exercise
5.11.

A
Utility (x)

\

Attribute x (such as throughput)

Figure 5.1: An example non-concave utility function of a time average attribute.

Performing such a general non-convex optimization is, in some cases, as hard as combinatorial
bin-packing, and so we do not expect to find a global optimum. Rather, we seek an algorithm that
satisfies the constraints (5.89)-(5.91) and that yields a /ocal optimum of f ().

We use the drift-plus-penalty framework with the same virtual queues as before:

Zi(t + 1) = max[Z; (1) + Ji(a(?), o(1)), 0] (5.92)
The actual queues Q(t) are assumed to satisfy (5.1). Define @(t)2[Q(1), Z (1), T4y (t)], where
T4y (1) is defined as an empirical running time average of the attribute vector:
Iy xm(T) ift >0

A
Tav (DS { im@(—1), w(—1) ifr=0
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where X, (a(—1), w(—1)) can be viewed as an initial sample taken at time “¢ = —1” before the
network implementation begins. Define L(@(Z))é%[Z,{(zl 0r()? + Zlel Z;(1)?]. Assume w (1)
is 1.1.d. over slots. We thus have:

AO)) + VE {Penalty(®)|®(t)} < D+ VE{Penalty(t)|O(t)}
K

+ Y QOE {ar ), o) — b, 01)|0)

k=1

L
+ 3 ZIOE {i(e@). 0 (1)) (5.93)

=1

The penalty we use is:

Penalty(n)= Z X (oc(t), (;))M

m=1
Below we state the performance of the algorithm that observes queue backlogs every slot ¢ and
takes an action «a(f) € A, () that comes within C of minimizing the right-hand-side of the drift
expression (5.93).

Theorem 5.4 (Non-Convex Stochastic Network Optimization (43)) Suppose w(t) is 1.1.d. over slots, the
boundedness assumptions (4.25)-(4.28) hold, the function f(x) is bounded and continuously differentiable
with partial derivatives bounded in magnitude by finite constants vy, > 0, and the problem (5.88)-(5.91)
is feasible. For simplicity, assume that @ (0) = 0. For any V. > 0, and for any C-additive approximation
of the above algorithm that is implemented every slot, we have:

(a) All queues Qi (t) and Z|(t) are mean rate stable and:

limsupy,(r) <0 Vlie({l,...,L}
—00

(b) For all t > O and for any alternative vector T* that can be achieved as the time average of a

policy that makes all queues mean rate stable and satisfies all required constraints, we have:

t—1 M t—1 M

"ZZ {xm(f)af(wau(f))} ZZ *E{af(wau(f))} D;C

t=0m=1 rOml

where D is a finite constant related fo second moments of the ay(t), br(t), y;(t) processes.

¢) If all time averages converge, so that there is a constant vector T such that XTqy(t) — T with
probability 1 and T(t) — T, then the achieved limit is a near local optimum, iz the sense that for any
alternative vector T* that can be achieved as the time average of a policy that makes all queues mean rate
stable and satisfies all required constraints, we have:

Z( _ 8f(a:) D+cC
Xm \%
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d) Suppose there is an € > 0 and an w-only policy o*(t) such that:
E{9@* @), 0@)} < 0 VIefl,... L} (5.94)
E {&k(a*(t), w()) — br(a* (1), a)(t))} < —e Vkef{l,...,K} (5.95)
Then all queunes Qi (t) are strongly stable with average size O (V).
e) Suppose we use a variable V (t) algorithm with VIOEVy- (1 + t)dfor Vo >0and0 <d < 1,
and use any C-additive approximation (where C is constant for all t). Then all virtual and actual queues

are mean rate stable (and so all constraints’y;, < 0 are satisfied), and under the convergence assumptions of
part (c), the limiting T is a local optimum, i that:

M S
S -t 2 5 g
0x

m

m=1

where T* is any alternative vector as specified in part (c).

That the inequality guarantee in part (e) demonstrates local optimality can be understood as
follows: Suppose we start at our achieved time average attribute vector &, and we want to shift this
in any feasible direction by moving towards another feasible vector «* by an amount € (for some

€ > 0). Then:

M 3 (5
f(5+e(w*—i)) %f(j)+2€(x;;_fm) g(il?)

m=1

= f(@)

m

Hence, the new cost achieved by taking a small step in any feasible direction is no less than the cost
f (@) that we are already achieving. More precisely, the change in cost Ay (€) satisfies:

lim Acost (€) >0

e—0 €
Proof. (Theorem 5.4) Our proof uses the same drift-plus-penalty technique as described in previous
sections. Analogous to Theorem 4.5, it can be shown that for any * = (x{, ..., x},) that is a limit
point of Z(¢) under any policy that makes all queues mean rate stable and satisfies all constraints,

and for any § > 0, there exists an w-only policy *(¢) such that (43):
E{$i@* (), w@®)} <8 Vie{l,...,L}
E {&k(a*(t), o(1)) — br(@* (1), a)(t))} <sVkell,... K)
dist(E {&(*(), o)}, x*) <8

For simplicity of the proof, assume the above holds with § = 0. Plugging the above into the right-
hand-side of (5.93) with § = 0 yields:®

f( av(t)) « 0f (Tan (1))

0X,,

A©(1) + VE {Z T (1), (1))

m=1

M
|®(t)}<D+C+VZ X,

m=1

OThe same result can be derived by plugging in with § > 0 and then taking a limit as § — 0.
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Taking expectations of the above drift bound (using the law of iterated expectations), summing the
telescoping series over T € {0, 1, ..., ¢ — 1}, and dividing by V¢ immediately yields the result of
part (b).

On the other hand, this drift expression can also be rearranged as:

M
A@) <D+ C+V > vy — Xmmin)
m=1

where X, min is a bound on the expectation of x,,(f) under any policy, known to exist by the
boundedness assumptions. Hence, the drift is less than or equal to a finite constant, and so by
Theorem 4.2, we know all queues are mean rate stable, proving part (a). The proof of part (d) follows
similarly by plugging in the policy o (¢) of (5.94)-(5.95).

The proof of part (c) follows by taking a limit of the result in part (b), where the limits can be
pushed through by the boundedness assumptions and the continuity assumption on the derivatives
of f(z). The proof of part (e) is similar to that of Theorem 4.9 and is omitted for brevity. O

Using a penalty given by partial derivatives of the function evaluated at the empirical average
attribute vector can be viewed as a “primal-dual” operation that differs from our “pure-dual” approach
for convex problems. Such a primal-dual approach was first used in context of convex network utility
maximization problems in (32)(33)(34). Specifically, the work (32)(33) used a partial derivative
evaluated at the time average &4, (f) to maximize a concave function of throughput in a multi-user
wireless downlink with time varying channels. However, the system in (32)(33) assumed infnite
backlog in all queues (similar to Exercise 5.6), so that there were no queue stability constraints.
This was extended in (34) to consider the primal-dual technique for joint stability and performance
optimization, again for convex problems, but using an exponential weighted average, rather than a
running time average &,y (7). There, it was shown that a related “fluid limit” of the system has an
optimal utility, and that this limit is “weakly” approached under appropriately scaled systems. It was
also conjectured in (34) that the actual network will have utility that is close to this fluid limit as a
parameter f8 related to the exponential weighting is scaled (see Section 4.9 in (34)). However, the
analysis does not specify the size of 8 needed to achieve a near-optimal utility. Recent work in (36)
considers related primal-dual updates for convex problems, and it shows the long term utility of the
actual network is close to optimal as a parameter is scaled.

For the special case of convex problems, Theorem 5.4 above shows that, if the algorithm is
assumed to converge to well defined time averages, and if we use a running time average X4, ()
rather than an exponential average, the primal-dual algorithm achieves a similar [O(1/V), O(V)]
performance-congestion tradeoff as the dual algorithm. Unfortunately, it is not clear how long the
system must run to approach convergence. The pure dual algorithm seems to provide stronger
analytical guarantees for convex problems because: (i) It does not need a running time average
X4y (1) and hence can be shown to be robust to changes in system parameters (as in Section 4.9
and (42)(38)(17)), (i1) It does not require additional assumptions about convergence, (iii) It provides
results for all # > O that show how long we must run the system to be close to the infinite horizon
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limit guarantees. However, if one applies the pure dual technique with a non-convex cost function
f(x), one would get a global optimum of the time average f(z), which may not even be a local
optimum of f (). This is where the primal-dual technique shows its real potential, as it can achieve
a local optimum for non-convex problems.

5.6 WORST CASE DELAY

Here we extend the utility optimization framework to enable O(V) tradeoffs in worst case
delay. Related problems are treated in (76)(159). Consider a 1-hop network with K queues
Q@) = (Qi(1), ..., Qk(?)). In addition to these queues, we keep rransport layer queues L(t) =
(L1(t), ..., Lk (t)), where Li(t) stores incoming data before it is admitted to the network layer
queue Qk (1) (asin (17)). Let w(¢) = [A(t), S(1)], where A(t) = (A1(?), ..., Ak (1)) is a vector of
new arrivals to the transport layer, and S (1) = (S1(?), ..., Sk (¢)) is a vector of channel conditions
that affect transmission. Assume that w(¢) is 1.1.d. over slots.

Every slot ¢, choose admission variables a(t) = (ai(t), ..., ak(t)) subject to the constraints:

0 < ap(t) <min[Ly(t) + Ax(?), Apmax] (5.96)

where A4y is a finite constant. This means that ag (¢) is chosen from the Ly () + A (#) amount of
data available on slot 7, and is no more than A, per slot (which limits the amount we can send
into the network layer). It is assumed that Ax(f) < Ay for all k and all r. Newly arriving data
Ag(t) that is not immediately admitted into the network layer is stored in the transport layer queue
Li(t). The controller also chooses a channel-aware transmission decision I (t) € Lg(), where Lg(;) is
an abstract set that defines transmission options under channel state S(7). The transmission rates
are given by deterministic functions of 7 (¢) and S(z):

br(t) = b (1 (1), S(1))

Second moments of by (t) are assumed to be uniformly bounded.

In addition, define packet drop decisions d(t) = (di(t), ..., dg (t)). These allow packets already
admitted to the network layer queues Q (¢) to be dropped if their delay is too large. Drop decisions
di (t) are chosen subject to the constraints:

0 < di(t) < Amax
The resulting queue update equation is thus:
Okt + 1) =max[Qr(t) — bi(t) — di(t), 0] + ar(t) Yk € {1,..., K} (5.97)

Foreachk € {1, ..., K},let ¢ (a) be a continuous, concave, and non-decreasing utility func-
tion defined over the interval 0 < a < Ajqx. Let vx be the maximum right-derivative of ¢y (a)
(which occurs at @ = 0), and assume v; < 0o. Example utility functions that have this form are:

¢r(a) =log(l + vra)
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where log(-) denotes the natural logarithm. We desire a solution to the following problem, defined
in terms of a parameter € > 0:

K K
Maximize: Y (@) — Y _ furd (5.98)
k=1 k=1
Subject to: All queues Qy () are mean rate stable (5.99)
by >e VYkell,...,K} (5.100)
0<ar(t) <Ar(t) Vee{l,...,K},Vt (5.101)
1(t) € Tsqy Yk e {1,... K}, Vt (5.102)

where B is a constant that satisfies 1 < f < 0o. This problem does not specify anything about
worst-case delay, but we soon develop an algorithm with worst case delay of O(V) that comes
within O(1/V) of optimizing the utility associated with the above problem (5.98)-(5.102). Note
the following:

* The constraint (5.101) is different from the constraint (5.96). Thus, the less stringent constraint
(5.96) is used for the actual algorithm, but performance is measured with respect to the
optimum utility achievable in the problem (5.98)-(5.102). It turns out that optimal utility is
the same with either constraint (5.101) or (5.96), and in particular, it is the same if there are
no transport layer queues, so that Ly (t) = 0 for all # and all data is either admitted or dropped
upon arrival. We include the L (#) queues as they are useful in situations where it is preferable
to store data for later transmission than to drop it.

* An optimal solution to (5.98)-(5.102) has dy = O for all k. That is, the objective (5.98) can
equivalently be replaced by the objective of maximizing Zle ¢r(ax) and by adding the
constraint dx = 0 for all k. This is because the penalty for dropping is v, which is greater
than or equal to the largest derivative of the utility function ¢ (a). Thus, it can be shown
that it is always better to restrict data at the transport layer rather than admitting it and later
dropping it. We recommend choosing $ such that 1 < g < 2. A larger value of 8 will trade
packet drops at the network layer for packet non-admissions at the flow controller.

* The constraint (5.100) requires each queue to transmit with a time-average rate of at least €.
This constraint ensures all queues are getting at least a minimum rate € of service. If the input
rate E {Ax(2)} is less than ¢, then this constraint is wasteful. However, we shall not enforce
this constraint. Rather, we simply measure utility of our system with respect to the optimal
utility of the problem (5.98)-(5.102), which includes this constraint. It is assumed throughout
that this constraint is feasible, and so the problem (5.98)-(5.102) is feasible. If one prefers to
enforce constraint (5.100), this is easily done with an appropriate virtual queue.
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5.6.1 THE ¢-PERSISTENT SERVICE QUEUE

To ensure worst-case delay is bounded, we define an e-persistent service queue, being a virtual queue
Z(t) foreach k € {1, ..., K} with Z;(0) = 0 and with dynamics:

max|[Zy (1) — bi(t) — di(t) +€,0]  if Qr(t) > bi(1) + di (1)

Zyt+ 1) = { 0 if Qi(t) < bi(t) + di(1)

(5.103)
where € > 0. We assume throughout that € < A,,4,. The condition Q(¢) < b (r) + di(t) is satis-
fied whenever the backlog Qx(t) is cleared (by service and/or drops) on slot . If this constraint is
not active, then Z; (¢) has a departure process that is the same as Qy (), but it has an arrival of size €
every slot. The size of the queue Z;(7) can provide a bound on the delay of the head-of-line data in
queue Q () in a first-in-first-out (FIFO) system. This is similar to (76) (where explicit delays are
kept for each packet) and (159) (which uses a slightly different update). If a scheduling algorithm
is used that ensures Z () < Z max and Qk () < Qk.max for all 7, for some finite constants Zx qx
and Ok max, then worst-case delay is also bounded, as shown in the following lemma:

Lemma5.5  Suppose Qi (t) and Zi(t) evolve according to (5.97) and (5.103), and that an algorithm
is used that ensures Qi (t) < Qi max and Zi(t) < Zk max for all slotst € {0, 1,2, .. .}. Assume service
and drops are done in FIFO order. Then the worst-case delay of all non-dropped data in queue k 1s W nax,
defined:

Wk,maxér(Qk,max + Zk,max)/€-| (5104)

Proof. Fix a slot t. We show that all arrivals a(¢) are either served or dropped on or before slot
t + Wi max- Suppose this is 7o true. We reach a contradiction. Note by (5.97) that arrivals a(t) are
added to the queue backlog Qi (7 + 1) and are first available for service on slot # + 1. It must be
that Qx(7) > br(v) +di(v) forallt € {t + 1, ..., 1 + Wi max} (else, the backlog on slot T would
be cleared). Therefore, by (5.103), we have for all slots 7 € {t + 1, ..., + Wi max }:

Zi(t + 1) = max[Zi(t) — b (r) — dk(t) +€,0]
In particular, for all slots Tt € {t + 1, ..., t + Wi max }:
Zi(t+ 1) = Zi(t) — bi(r) — di(7) + €
Summing the above over T € {t + 1, ..., 7 + Wi nax} yields:

I+Wk,max

Zi(t+ Wimar + 1) = Zet + 1) = = > [bi(0) + di (0] + Wimaxe
T=t+1
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Rearranging terms in the above inequality and using the fact that Zy(r + 1) > 0 and Zi(t +
Wimax + 1) < Zg max yields:

t“"Wk,max

‘/Vk,max6 =< Z [br(T) + di ()] + Zk,max (5105)
T=t+1

On the other hand, the sum of bx(7) + di(t) over the interval 7 € {t + 1, ..., 7 + Wi nax} must
be strictly less than Qg (7 + 1) (else, by the FIFO service, all data a(f), which is included at the end
of the backlog Qx(r + 1), would have been cleared during this interval). Thus:

I+Wk,max

k(D) +di(D)] < Okt + 1) < Okman (5.106)
T=t+1

Combining (5.106) and (5.105) yields:
I/Vk,maxE < Qk,max + Zk,max

which implies:
Wimax < (Qk,max + Zk,max) /€
This contradicts (5.104), proving the result. O

5.6.2 THE DRIFT-PLUS-PENALTY FOR WORST-CASE DELAY
As wusual, we transform the problem (5.98)-(5.102) using auxiliary variables p(r) =
@), ..., yk (@) by:

K K

Maximize: Z¢>k(yk) — Z,kagk (5.107)

Subject to: gk 12 Vi Vk ek{i, ..., K} (5.108)
All queues Qy (7) are mean rate stable (5.109)
by >e€ Vkell,...,K} (5.110)
0<wy@) <Apax Yee{l,..., K} (5.111)
0<ar(t) <Ar(t) Vee{l,...,K} (5.112)
1) e Is Vk e {l,....K) (5.113)

To enforce the constraints (5.108), define virtual queues G () by:
Gi(t + 1) = max[Gg (1) — ax(t) + yk (1), 0] (5.114)
Now define @ (1) 2[Q(1), Z(t), G(t)] as the combined queue vector, and define the Lyapunov
function L(©(z)) by:

1 K
LO®)25 Y [0k + Zk()* + Gr(1)*]
k=1
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Using the fact that Zx(r + 1) < max[Zy(r) — b (t) — di(t) + €, 0], it can be shown (as usual) that
the Lyapunov drift satisfies:

K
A(O()) - VE {Z[@(m(r)) - ﬂdek(t)]I@)(t)} =B

k=1

K
—VE {Z[d)k(yk(t)) — Budi(0)]1O(1)

k=1

K
+ 3" ZOE {e = bl (1), S) — dk (1) O()

k=1

K
+ 3 QOE {art) = b1 (1), S®)) ~ d()|©(0)

k=1

K
+ > GLOE (v (1) — ax(1)1©(1)) (5.115)
k=1

where B is a constant that satisfies:

I 2
B > Eg[E{(e—bk(t)—dk(t)) on}

1
5 Y E{a ) + 0e0) = ) + ) — )10} (5.116)

K
k=1

Such a constant B exists by the boundedness assumptions on the processes.
The algorithm that minimizes the right-hand-side of (5.115) thus observes Z (1), Q(t), G (1),
S(t) every slot t, and does the following:

* (Auxiliary Variables) For each k € {1, ..., K}, choose y,(t) to solve:

Maximize: Vo (vi(t)) — Gr(t)yi(t) (5.117)
Subject to: 0 <@ < Anax (5.118)

* (Flow Control) For each k € {1, ..., K}, choose a () by:

_ | min[Lg () + Ar(0), Apax]  if Qr(t) < Gi(t)
w0 = i 0 if 04(1) > G (1) G-119)
* (Transmission) Choose I (t) € Zg(;) to maximize:
K A~
Z[Qk(l) + Zi ()b (1(2), S(1)) (5.120)

k=1
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* (Packet Drops) For each k € {1, ..., K}, choose d(t) by:

dk(l) — { Amax if Qk(t) + Zk(t) > ,BV\)k (5121)

0 if Qr(t) + Zi(t) < BV g
* (Queue Update) Update Qi (1), Zi (1), Gk (t) by (5.97), (5.103), (5.114).

In some cases, the above algorithm may choose a drop variable di () such that Qi (f) <
by (1) + di(1). In this case, all queue updates are kept the same (so the algorithm is unchanged), but
it is useful to first transmit data with offered rate by (¢) on slot ¢, and then drop only what remains.

5.6.3 ALGORITHM PERFORMANCE

Define Zy jnax and Qk max as follows:

Zimax = BVvi+e (5.122)
Ok, max 2 min[BVvg + Apax, Vi + 2Amax] (5.123)
Gl max £ Ve + Apmax (5.124)

Theorem 5.6  Ife < A,ux, then for arbitrary sample paths the above algorithm ensures:
Zk(t) =< Zk,max s Qk(t) < Qk,max s Gk(t) = Gk,math

where Zi max> Qk,max> Gk,max are defined in (5.122)-(5.124), provided that these inequalities hold for
t = 0. Thus, worst-case delay W jmax is given by:

Wi max 2 (Zkmax + OQkmax) /€] = O(V)

Proof. That G (t) < Gk max for all ¢ follows by an argument similar to that given in Section 5.2.1,
showing that the auxiliary variable update (5.117)-(5.118) chooses yx (1) = 0 whenever G (1) >
V.

To show the Qg max bound, itis clear that the packet drop decision (5.121) yields di (t) = Ajmax
whenever Qx(t) > BV vi. Because ai(t) < Apayx, the arrivals are less than or equal to the offered
drops whenever Qx(t) > BV i, and so Qi (t) < BV vk + A,y for all 1. However, we also see that
if Qk(t) > Gg.max, then the flow control decision will choose ak () = 0, and so Q(¢) also cannot
increase. It follows that Q¢ (t) < G max + Amax forallz. This proves the Qg nax bound. The Zg jnax

bound is proven similarly. The worst-case-delay result then follows immediately from Lemma 5.5.
O
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The above theorem only uses the fact that packet drops di(7) take place according to the
rule (5.121), flow control decisions ak(t) take place according to the rule (5.119), and auxiliary
variable decisions satisfy yx () = 0 whenever G () > Vv (a property of the solution to (5.117)-
(5.118)). The fact that yx (r) = Owhenever G (f) > Vvi can be hard-wired into the auxiliary variable
decisions, even when they are chosen to approximately solve (5.117)-(5.118) otherwise. Further, the
I (1) decisions can be arbitrary and are not necessarily those that maximize (5.120). The next theorem
holds for any C-additive approximation for minimizing the right-hand-side of (5.115) that preserves
the above basic properties. A 0-additive approximation performs the exact algorithm given above.

Theorem 5.7 Suppose w(t) is i.i.d. over slots and any C-additive approximation for minimizing
the right-hand-side of (5.115) is used such that (5.121), (5.119) hold exactly, and y(t) = 0 whenever
Gi(t) > V. Suppose Qr(0) < Ok max> Zk(0) < Zi maxs Gk(0) < G max for all k, and € < Apax.
Then the worst-case queue backlog and delay bounds given in Theorem 5.6 hold, and achieved utility
satisfies:

liminf, oo [ 0, 4@ (1) = X, Bdin)] = 9" = B/V
where B is defined in (5.116), ay(t) and dy (t) are defined:

GO T Ela (), de@EL YT E {di(r))

and where §* is the optimal utility associated with the problem (5.98)-(5.102).

The theorem relies on the following fact, which can be proven using Theorem 4.5: Forall § > 0,
there existsavector ™ = (y/", ..., yg) andan w-only policy [a*(¢), I*(¢), d*(¢)] that chooses @™ (1)
as a random function of A(z), I*(¢) as a random function of S(¢), and d*(r) = 0 (so that it does
not drop any data) such that:

K
> o) = ¢* (5.125)
k=1

E{a;)} =y Vkell,....K} (5.126)

E{Bk(l*(t),S(t))} Se—8 Vke{l....K} (5127

E {l}k(l*(t), S(z))} >Ef{af()) -8 Vke(l,....K}  (5.128)

I €Zsyy » 0<yf <Amax , 0<a;(t) < Ax(t) Vke{l,...,K},Vt (5.129)

where ¢* is the optimal utility associated with the problem (5.98)-(5.102).
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Proof. (Theorem 5.7) The C-additive approximation ensures by (5.115):

K

A(O()) — VE {Z[d)k(yk(t)) - ﬁdek(t)]l@)(t)} <B+C

k=1

K
_VE {Zm(yk*) ~ Bucd; (011©(1)

k=1

K
+ 2 ZOE {e = b (1), S®) - i (1)]O)
k=1

K
+ Y QOB i) — b (1). S1) — & ()0 (1)

k=1
K
+ ) GrOE {1 (1) — a; ()]0()}
k=1

where d*(t), I*(t), a* () are any alternative decisions that satisfy 1*(¢) € Zs(;),0 < d () < Apax,
and 0 < a(t) < min[Ly(t) + A (t), Apax]forallk € {1, ..., K}andallz. Substituting the w-only
policy from (5.125)-(5.129) in the right-hand-side of the above inequality and taking § — 0 yields:

K

A(O@1)) — VE {Z[dﬁk(yk(t)) - ﬂdek(t)]IQ(t)} <B+C-V¢*

k=1

Using iterated expectations and telescoping sums as usual yields for all # > 0:

1tfl K
~) E {Z[qsk(yk(r)) - ﬂvkdk(r)]} >¢* — (B+C)/V —E{L®O©0)}/(V1)

=0 k=1

Using Jensen’s inequality for the concave functions ¢y () yields for all # > 0:

K
S 3@ () = di ()] = ¢* — (B+C)/V — E{LO©O)} /(V1) (5.130)

k=1

However, because Gk (t) < Gk max for all 1, it is easy to show (via (5.114) and (2.5)) that for all k
and all slots ¢ > O:

ar(t) = max[y (1) — Gi,max/1, 0]

Therefore, since ¢ (y) is continuous and non-decreasing, it can be shown:

K K
liminf ) "[¢r@x (1)) — di(0)] = liminf ) [ (7 (1)) — di(1)]

k=1 k=1

Using this in (5.130) proves the result. O
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Because the network layer packet drops di (7) are inefficient, it can be shown that:

K
) _ B+ C (¢::() —¢%)
hmsup];wcdk(t)i V-1 + B—1

—00

where ¢* is the optimal solution to (5.98)-(5.102) for the given € > 0, and ¢*_, is the solution to
(5.98)-(5.102) with € = 0 (which removes constraint (5.100)). Thus, if ¢} = ¢*_,, network layer
drops can be made arbitrarily small by either increasing g or V.’

The above analysis allows for an arbitrary operation of the transport layer queues Ly (7).
Indeed, the above theorems only assume that Li(r) > 0 for all 7. Thus, as in (17), these can have
either infinite buffer space, finite buffer space, or 0 buffer space. With 0 buffer space, all data that is
not immediately admitted to the network layer is dropped.

5.7 ALTERNATIVE FAIRNESS METRICS

One type of fairness used in the literature is the so-called max-min fairness (see, for example,
(129)(3)(5)(6)). Let (X1, ..., xp) represent average throughputs achieved by users {1, ..., M} un-
der some stabilizing control algorithm, and let A denote the set of all possible (X1, ..., X ) vectors.
Avector (x1,...,Xy) € A is max-min fair if:

* It maximizes the lowest entry of (x1, ..., xp) over all possible vectors in A.
* It maximizes the second lowest entry over all vectors in A that satisfy the above condition.

* It maximizes the third lowest entry over all vectors in A that satisfy the above two conditions,
and so on.

This can be viewed as a sequence of nested optimizations, much different from the utility opti-
mization framework treated in this chapter. For flow-based networks with capacitated links, one can
reach a max-min fair allocation by starting from 0 and gradually increasing all flows equally until a
bottleneck link is found, then increasing all non-bottlenecked flows equally, and so on (see Chapter
6.5.2 in (129)). A token-based scheduling scheme is developed in (160) for achieving max-min
fairness in one-hop wireless networks on graphs with link selections defined by matchings.

One can approximate max-min fairness using a concave utility function in a network with
capacitated links. Indeed, it is shown in (3) that optimizing a sum of concave functions of the form
ga(x) = ;—,} approaches a max-min fair pointas o — 00. Itis likely that such an approach also holds
for more general wireless networks with transmission rate allocation and scheduling. However, such
functions are non-singular at x = 0 (preventing worst-case backlog bounds as in Exercises 5.6-5.7),

G by > € for all k then the final term (¢:‘:0 —¢*)/(B—1) can be removed. Alternatively, if virtual queues Hj(f +
1) = max[Hy (t) — pug(t) + €, 0] are added to enforce these constraints, then lim sup,_, oo [V1d1(t) + ... + vgdg ()] < (B +
C)/(V(B — 1)), where B adds second moment terms (u (t) — €)? to (5.116).
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and for large « they have very large values of |g/,(x)/ga(x)| for x > 0, which typically results in
large queue backlog if used in conjunction with the drift-plus-penalty method.

A simpler hard fairness approach seeks only to maximize the minimum throughput (161). This
easily fits into the concave utility based drift-plus-penalty framework using the concave function
g(x) = min[xy, ..., xpy]:

Maximize: min[x1, X2, ..., Xpm] (5.131)
Subject to: 1) All queues are mean rate stable (5.132)
) alt) € Aoy V1 €10,1,2,..) (5.133)

See also Exercise 5.4. A “mixed” approach can also be considered, which seeks to maximize
Bmin[xq, ..., xy] + Znﬂf:l log(1 + X,,). The constant f is a large weight that ensures maximizing
the minimum throughput has a higher priority than maximizing the logarithmic terms.

5.8 EXERCISES

Exercise 5.1.  (Using Logarithmic Utilities) Give a closed form solution to the auxiliary variable
update of (5.49)-(5.50) when:

a) p(y) = Z%:l log(ym), where log(-) denotes the natural logarithm.

b) ¢(y) = ZHALI log(1 + vy ¥m), where log(-) denotes the natural logarithm.

Exercise 5.2. (Transformed Problem with Auxiliary Variables) Let o*(¢) be a policy that yields
well defined averages ©*, 7, and that satisfies all constraints of problem (5.2)-(5.5),(5.8) (including
the constraint T € R), with utility ¢ (T*) = ¢°'. Construct a policy that satisfies all constraints of
problem (5.13)-(5.18) and that yields the same utility value ¢ (x*). Hint: Use y (1) = * for all 7.

Exercise 5.3.  (Jensen’s Inequality) Let ¢ (y) be a concave function defined over a convex set R C
RM . Let y(t) be a sequence of random vectors in R for 7 € {0, 1, 2, ...}. Fix an integer t > 0,
and define T as an independent and random time that is uniformly distributed over the integers

{0, 1, ..., 1 — 1}. Define the random vector X = y(T). Use (5.9) to prove (5.10)-(5.11).

Exercise 5.4. (Hard Fairness (161)) Consider a system with M attributes x(t) =
(x1(2), ..., xp (1)), where x,, (1) = X ((2), w(t)) form € {1,..., M}. Assume there is a positive
constant 6,,,,, such that:

0<xpla,w) <Opax Yme{l,..., M},Yo,Va € A,
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a) State the drift-plus-penalty algorithm for solving the following problem, with 6(¢) as a
new variable:

Maximize: 0

Subjectto: 1) X, >0 Vme(l,..., M}
2) 0<6(t) <Onax V1 €{0,1,2,...}
3) at) € Apw Y1 €1{0,1,2,...}

b) State the utility-based drift-plus-penalty algorithm for solving the problem:

Maximize: min[Xx1i, X2, ..., Xm]
Subject to: a(t) € Apey V1 €1{0,1,2,...}

which is solved with auxiliary variables y;, (f) with 0 < ¥, () < Opax-

¢) The problems in (a) and (b) both seek to maximize the minimum throughput. Show that
if both algorithms “break ties” when choosing auxiliary variables by choosing the lowest possible
values, then they are exactly the same algorithm. Show they are slightly different if ties are broken
to choose the Zargest possible auxiliary variables, particularly in cases when some virtual queues are
Zero.

Exercise 5.5. (Bounded Virtual Queues) Consider the auxiliary variable optimization for y,, () in
(5.49)-(5.50), where ¢, (x) has the property that:

Gm(x) < ¢m(0) + v x whenever 0 < x < Ym,max
for a constant v, > 0. Show that if 0 < y,,(#) < V. max, we have:

Vo (Y (@) — Gu(O)Ym(t) < Ve (0) + (Vvy — Gpu(®) yim (1)

Use this to prove that y,, () = 0 is the unique optimal solution to (5.49)-(5.50) whenever G, () >
V. Conclude from (5.48) that G, (1) < Vv + Vim max for all 7, provided this is true at £ = 0.

Exercise 5.6. (1-Hop Wireless System with Infinite Backlog) Consider a wireless system with
M channels. Transmission rates on slot ¢ are given by b(r) = (b1 (), ..., by (1)) with b, (t) =
b (a(2), (1)), where w(t) = (S51(¢), ..., Sy (1)) is an observed channel state vector for slot t (as-
sumed to be i.i.d. over slots), and «(7) is a control action chosen within a set A ). Assume that
each channel has an infinite backlog of data, so that there is always data to send. The goal is to
choose a(t) every slot to maximize ¢ (b), where ¢ (b) is a concave and entrywise non-decreasing
utility function.
a) Verify that the algorithm of Section 5.0.5 in this case is:
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* (Auxiliary Variables) Choose y (1) = (y1(1), ..., ym (1)) to solve:

Maximize: V@ 1) — XM, G (t)ym(t)
Subject to: 0 < ¥ (1) < Vmmax Ym € {1, ..., M}

* (Transmission)  Observe  w(f) and  choose  «(t) € Ay to  maximize

Yot G @by (a(t), & (1)).
* (Virtual Queue Update) Update G, (7) forall m € {1, ..., M} according to:

Gum(t + 1) = max[G (1) + Y (1) — by (@ (1), 0 (1)), 0]

b) Suppose that ¢ (b) = Znﬁle dm (b)), where the functions ¢, (b,,) are continuous, concave,
non-decreasing, with maximum right-derivative v,, < 00, so that ¢,,(y) < ¢, (0) + v,y for all
y > 0. Prove that the auxiliary variable decisions above yield y,, (1) = 0 if G, (t) > Vv, (see also
Exercise 5.5). Conclude that 0 < G, (t) < Vi, + Vim,max forall 7, provided that this holds atr = 0.

¢) Use (5.33) to conclude that if the conditions of part (b) hold, if all virtual queues are initially
empty, and if any C-additive approximation is used, then:

M
opt D+C _ Z Vi (V' + Vinymax)

, V>0
Vv t

¢ (b(1) > ¢

m=1

Exercise 5.7. (1-Hop Wireless System with Random Arrivals) Consider the same system as Ex-
ercise 5.6, with the exception that we have random arrivals A,, () and:

Ot + 1) = max[ @ (t) — by (@ (1), (1)), 0] + X, (1)

where x,, (¢) is a flow control decision, made subject to 0 < x,,(¢) < A,,(t). We want to maximize
¢ ().

a) State the new algorithm for this case.

b) Suppose 0 < A,,(t) < Ap.max for some finite constant A, max. Suppose ¢(b) has the
structure of Exercise 5.6(b). Using a similar argument, show that all queues G, (r) and Qi (7) are
deterministically bounded.

Exercise 5.8. (Imperfect Channel Knowledge) Consider the general problem of Theorem 5.3, but
under the assumption that w (¢) provides only a partia/ understanding of the channel for each queue
QO (1), so that by (a(t), w(t)) is a random function of «(¢) and w(¢), assumed to be i.i.d. over all slots
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with the same «(¢) and w(z), and assumed to have finite second moments regardless of the choice

of a(t). Define:
Bi(@, )2E [bu(@(n), o) () = &, (1) = |

Assume that the function B («, w) is known. Assume the other functions X, (+), y;(-), ax(-) are
deterministic as before. State the modified algorithm that minimizes the right-hand-side of (5.84)
in this case. Hint:

E{br()]0(1)} = EAE {bk()]O1), a(1), o)} |O(1)} = E{fr(a (1), @(1))|O 1)}

Note: Related problems with randomized service outcomes and Lyapunov drift are consid-
ered in (162)(163)(164)(154)(165)(161), where knowledge of the channel statistics is needed for
computing the By («, w) functions and their generalizations, and a max-weight learning framework
is developed in (166) for the case of unknown statistics.

Exercise 5.9. (Equivalence of the Transformed Problem Using Auxiliary Variables)

a) Suppose that a*(¢) is a policy that satisfies all constraints of the problem (5.71)-(5.75),
yielding time averages * and y; and a cost value of yj + f (™). Show that this policy also satisfies
all constraints of the problem (5.76)-(5.81), and yields the same cost value, if we define the auxiliary
variable decisions to be y () = x* for all ¢.

b) Suppose that o* (1), y*(¢) is a policy that satisfies all constraints of problem (5.76)-(5.81),
yielding time averages T*, y; and a cost value in (5.76) given by some value v. Show that this same
policy also satisfies all constraints of problem (5.71)-(5.75), with a cost yi, + f(Z*) < v.

Exercise 5.10.  (Proof of Theorem 5.3) We make use of the following fact, analogous to Theorem
4.5:If problem (5.71)-(5.75) is feasible, then for all § > 0 there exists an w-only policy «*(1) € Ay )
such that E {i(a*(r), a)(t))} = p* for some vector y*, and:

E{So(*®), o)} + fr*) =y + [P +6
E{5i*®), o)} +a(y*) < § Viefl,...,L}
E {&k(a*(t), (1)) — br(a* (1), a)(t))} < 8§ ,Vkef{l,...,K}
dist(y*, YNR) < &

For simplicity, in this proof, we assume the above holds for § = 0, and that all actual and virtual
queues are initially empty. Further assume that the functions f () and g;(p) are Lipschitz continuous,
so that there are positive constants vy, By, such that for all ©(¢) and y (), we have:

Ifr@) — f@e)] < XM vplym @) — xu )]
12 (@) — @) < M Brmlym @) —xm(®)] VL€{l,..., L}
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a) Plug the above policy a* (), together with the constant auxiliary vector y (1) = y*, into the
right-hand-side of the drift bound (5.84) and add C (because of the C-additive approximation) to
derive a simpler bound on the drift expression. The resulting right-hand-side should be: D + C +
Vg + .

b) Use the Lyapunov optimization theorem to prove that for all # > 0:

t—1

1 0, 0
t Y Elo@+ f@y <y + 7'+ (D+CO)/V
=0

and hence, by Jensen’s inequality (with Y (7) and Y (7) defined by (5.24)):
Vo) + fFF®) < y" + fP' + (D +C)/V

¢) Manipulate the drift bound of part (a) to prove that A(@(¢)) < W for some finite constant
W. Conclude that all virtual and actual queues are mean rate stable, and that (4.7) holds forallz > 0

and so E{|H,, ()|} /t < /2W /1.
d) Use (5.83) and (4.42) to prove that forallm € {1, ..., M}:

[E{HnO} _ . ElHa (O}
—, = —

t—00 t

0§t1_1)11010|97m(1)—7m(l‘)| =t1_1>1f>10 =0
Argue that y(r) € X N'R for all ¢, and hence (5.87) holds.

e) Use part (b) and the Lipschitz assumptions to prove (5.85).

f) Use (5.82), Theorem 2.5, and the Lipschitz conditions to prove (5.86).

Exercise 5.11.  (Profit Risk and Non-Convexity) Consider a K -queue system described by (5.1),
with arrival and service functions a (e (1), @ (1)) and b (a (1), w(1)). Let p(t) = p(a(t), (1)) be a
random profit variable that is 1.1.d. over all slots for which we have «(¢) and w(¢), and that has finite
second moment regardless of the policy. Define:

pla, o) L E{p@@), on)lel) = o) =o)
Vo L E{pen on)?en =a o) = o

and assume the functions ¢ (o, ®), ¥ (o, @) are known. The goal is to stabilize all queues while
maximizing a linear combination of the profit minus the variance of the profit (where variance
is a proxy for “risk”). Specifically, define the variance as Var(p)é? — P2, where the notation
h represents a time average expectation of a given process ki (), as usual. We want to maximize
01p — 62Var(p), where 0 and 6, are positive constants.

a) Define attributes p1 (1) = p(t), p2(t) = p(t)%. Write the problem using p| and p, in the
form of (5.88)-(5.91), and show this is a non-convex stochastic network optimization problem.
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b) State the “primal-dual” algorithm that minimizes the right-hand-side of (5.93) in this
context. Hint: Note that:

E{p1)1010)} = E{E{p1()|01), a(t), ()} O(1)} = E{p(a(r), 0 (1))|O1)}

Exercise 5.12. (Optimization without Auxiliary Variables (17)(18)) Consider the problem (5.2)-
(5.5). Assume there is a vector p* = (v}, ..., ¥y), called the optimal operating point, such that
¢ (y*) = ¢*, where ¢* is the maximum utility for the problem. Assume that there is an w-only
policy a*(z) such that for all possible values of w(¢), we have:

@ (). () =y, Vm e {l..... M) (5.134)
E{a(@ 1), o)} < E{b@*®), 00} Vke (... K) (5.135)
E{$i*(®),w@)} <0 Vie{l,... L} (5.136)

The assumptions (5.134)-(5.136) are restrictive, particularly because (5.134) must hold dezermin-
istically for all (t) realizations. However, these assumptions can be shown to hold for the special
case when x,, (7) represents the amount of data admitted to a network from a source m when: (i) All
sources are “infinitely backlogged” and hence always have data to send, and (ii) Data can be admitted
as a real number.

The Lyapunov drift can be shown to satisfy the following for some constant B > 0:

L
A@O®) — VE{¢p@@@®). o) | @0} < B+ Y ZIOE {5i(a(). o(1))|0))

=1

K
+ 3 QR i @), 00) — b @), o) | OO} - VE {p(@@(0), (1)) | ©0)}
k=1
Suppose every slot we observe @ () and w(t) and choose an action «(f) that minimizes the right-
hand-side of the above drift inequality.

a) Assume w(¢) is 1.i.d. over slots. Plug the alternative policy a*(7) into the right-hand-side
above to get a greatly simplified drift expression.

b) Conclude from part (a) that A(®(r)) < D + V(¢™** — ¢*) for all ¢, for some finite con-
stant D and where ¢ is an upper bound on the instantaneous value of ¢ (Z(-)) (assumed to
be finite). Conclude that all actual and virtual queues are mean rate stable, and hence all desired
inequality constraints are satisfied.

¢) Use Jensen’s inequality and part (a) (with iterated expectations and telescoping sums) to
conclude that for all # > 0, we have:

1 t—1
¢®) =~ Y Elp@(r)} = ¢* — B/V —E{L(O©))}/(V1)

=0



5.8. EXERCISES 135

where ()21 Y1 E{z(1)} and z(0)2&(a (1), 0 (7).

Exercise 5.13.  (Delay-Limited Transmission (71)) Consider a K -user wireless system with arrival
vector A(t) = (A(¢), ..., Ak (1)) and channel state vector S(¢) = (S;(¢), ..., Sk(¢)) for each
slot # € {0, 1,2, ...}. There is no queueing, and all data must either be transmitted in 1 slot or
dropped (similar to the delay-/imited capacity formulation of (70)). Thus, there are no actual queues
in the system. Define w(1)2[A(t), S(t)] as the random network event observed every slot. Define
a(t) € Ay as a general control action, which affects how much of the data to transmit and the
amount of power used according to general functions fix (o, ®) and p(w, w):

() = (i (a(0), w@), ..., dg (@), 0()) , p) = pla@), w(t))

where p(t) = (u1(t), ..., uk (t)) is the transmission vector and p(¢) is the power used on slot 7.
Assume these are constrained as follows for all slots 7:

0 < k() < Ar(t) Vke{l,...,K} , 0<p@) < p"*

for some finite constant p”“*. Assume that Ax(r) < A}'“" for all ¢, for some finite constants A}'“*
fork € {1, ..., K}. Let t be the time average expectation of the transmission vector u(t), and let
¢ () be a continuous, concave, and entrywise non-decreasing utility function of . The goal is to
solve the following problem:

Maximize: ¢ ()
Subject to: P < Pyy

where P is the time average expected power expenditure, and Py, is a pre-specified average power
constraint. This is a special case of the general problem (5.2)-(5.5).

a) Use auxiliary variables (1) = (y1(t), ..., yx (t)) subject to 0 < yx(t) < AJ"** forall ¢, k
to write the corresponding transformed problem (5.13)-(5.18) for this case.

b) State the drift-plus-penalty algorithm that solves this transformed problem. Hint: Use a
virtual queue Z(t) to enforce the constraint p < P, and use virtual queues G (?) to enforce the
constraints ity >y forallk € {1,..., K}.

Exercise 5.14. (Delay-Limited Transmission with Errors (71)) Consider the same system as Ex-
ercise 5.13, but now assume that transmissions can have errors, so that pug(7) = g (o (?), w(t)) is a
random transmission outcome (as in Exercise 5.8), assumed to be i.i.d. over all slots with the same
(1) and w (1), with known expectations By (a (1), o) EE {ur()|a(t), o)} forallk € {1, ..., K}.
Use iterated expectations (as in Exercise 5.8) to redesign the drift-plus-penalty algorithm for this
case. Multi-slot versions of this problem are treated in Section 7.6.1.
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CHAPTER 6

Approximate Scheduling

This chapter focuses on the max-weight problem that arises when scheduling for stability or maxi-
mum throughput-utility in a wireless network with interference. Previous chapters showed the key
step is maximizing the expectation of a weighted sum of link transmission rates, or coming within
an additive constant C of the maximum. Specifically, consider a (possibly multi-hop) network with
L links, and let b(¢) = (b1(¢), ..., by (1)) be the transmission rate offered over link [ € {1, ..., L}
on slot 7. The goal is to make (possibly randomized) decisions for b(t) to come within an additive
constant C of maximizing the following expectation:

L
> WiOE b1 ()W (1)} (6.1)

=1

where the expectation is with respect to the possibly random decision, and where W () =
(Wi(t), ..., WL(r)) is a vector of weights for slot #. The weights are related to queue backlogs
for single-hop problems and differential backlogs for multi-hop problems. Algorithms that accom-
plish this for a given constant C > 0 every slot are called C-additive approximations. For problems of
network stability, previous chapters showed that C-additive approximations can be used to stabilize
the network whenever arrival rates are inside the network capacity region, with average backlog and
delay bounds that grow linearly with C. For problems of maximum throughput-utility, Chapter 5
showed that C-additive approximations can be used with a simple flow control rule to give utility that
is within (B + C)/V of optimality (where B is a fixed constant and V is any non-negative parame-
ter chosen as desired), with average backlog that grows linearly in both V and C. Thus, C-additive
approximations can be used to push network utility arbitrarily close to optimal, as determined by
the parameter V.

Such max-weight problems can be very complex for wireless networks with interference. This
is because a transmission on one link can affect transmissions on many other links. Thus, transmission
decisions are coupled throughout the network. In this chapter, we first consider a class of interference
networks without time varying channels and develop two C-additive approximation algorithms for
this context. The first is a simple algorithm based on trading off computation complexity and delay.
The second is a more elegant randomized transmission technique that admits a simple distributed
implementation. We then present a multiplicative approximation theorem that holds for general
networks with possibly time-varying channels. It guarantees constant factor throughput results for
algorithms that schedule transmissions within a multiplicative constant of the max-weight solution

every slot.
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6.1 TIME-INVARIANT INTERFERENCE NETWORKS

Suppose the network is #ime invariant, in that the channel conditions do not change and the trans-
mission rate options are the same for all slots # € {0, 1,2, ...}. Assume that all transmissions are
in units of packets, and each link can transmit at most one packet per slot. The transmission rate
vector b(t) = (b1(t), ..., br(t)) is a binary vector with b;(t) = 1 if link / transmits a packet on
slot ¢, and b;(t) = 0 otherwise. We say that a binary vector b(t) is feasible if the set of links that
correspond to “1” entries can be simultaneously activated for successful transmission. Define B as
the collection of all feasible binary vectors, called the /ink activation set (7). The set B depends on
the interference properties of the network. Every slot ¢, the network controller observes the current
link weights W (1) = (W1 (t), ..., W (t)) and chooses a (possibly random) b(r) € B, with the goal
of maximizing the max-weight value (6.1). It is easy to show that the maximum is achieved by a
deterministic choice b?P! (t), where:

L
boP ()2 Wi ()b
()£ arg max L; 1 (1) z}

The amount of computation required to find an optimal vector b7 (r) depends on the structure of
the set B. If this set is defined by all links that satisfy marching constraints, so that no two active links
share a node, then b’ (¢) can be found in polynomial time (via a centralized algorithm). However,
the problem may be NP-hard for general sets B3, so that no polynomial time solution is available.

Let C be a given non-negative constant. A C-additive approximation to the max-weight
problem finds a vector b(t) every slot ¢ that satisfies:

L L
> WOEBiOIW (1)) = max {Z wla)bz} -C
=1

=1

6.1.1 COMPUTING OVER MULTIPLE SLOTS

We first consider the following simple technique for obtaining a C-additive approximation with
arbitrarily low per-time slot computation complexity. Fix a positive integer T > 0, and divide the
timeline into successive intervals of T-slot frames. Define #,2rT as the start of frame r, for r €
{0, 1, 2, ...}. At the beginning of each frame r € {0, 1, 2, .. .}, the network controller observes the
weights W (¢,) and begins a computation to find b7 (#,.). We assume the computation is completed
within the T slot frame, possibly by exhaustively searching through all options in the set 3. The
network controller then allocates the constant rate vector b(,) for all slots of frame r + 1, while also
computing b’ (t,11) during that frame. Thus, every frame r € {1, 2, 3, ...} the algorithm allocates
the constant rate vector that was computed on the previous frame. Meanwhile, it also computes the
optimal solution to the max-weight problem for the current frame (see Fig. 6.1). Thus, for any frame
reil,2,3,...},we have:

b(t) =b""(t,_1) Vtelt,...,t,+T —1}
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| Compute bOpt(to) Compute bOpt(t1) | Compute b°pt(t2) |

T T O R | [ ! T T B
1 1 T T T 1 1 1 11 | 1 1 11 |

| | Implement boét(to) | Implement boét(t1)

i >
to t1 t2 t3

Figure 6.1: An illustration of the frame structure for the algorithm of Section 6.1.1.

Now assume the maximum change in queue backlog over one slot is deterministically bounded,
as is the maximum change in each link weight. Specifically, assume that no link weight can change by
an amount more than 6, where 0 is some positive constant. It follows that for any two slots 1] < f;:

[Wi(t1) — Wi()| <0(r —11)

Under this assumption, we now compute a value C such that the above algorithm is a C-
additive approximation for all slots # > 7. Fix any slot # > T. Let r represent the frame containing
this slot. Note that |t — #,_1| < 2T — 1. We have:

L L
Y Wbty = Y Wi (1)

=1 =1

L L
= D Wit 1) + D (Wi®) = Wit 1))b" (tr-1)
=1 I=1

L L
> > Wilte )b (tro1) = 01t =ty b (1-1)
=1 =1
L
= > Wilt—0b (tr-1) — LOQT — 1) (6.2)
=1

Further, because b’ (#,_1) solves the max-weight problem for links W (¢,_1), we have:

L L
t
> Wite—0)b" (tr1) = max [?_1 Wl(lr—l)bl:|

=1

L
> Y Wilt—Db]" (1)

=1
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L L
= Y WE" 0 = YW = Wit Dl ()
=1 =1

L

> Wb (1) — LOQRT — 1)
=1

L
= max L; W[(t)bli| —LOQRT — 1) (6.3)

A%

Combining (6.2) and (6.3) yields:

L L
2 Wilhbi() = max [; Wi (r)bl} —2LOQT — 1)

=1

Taking conditional expectations gives:

L L
D WitOE {bi()|W (1)} > max [Z Wz(t)bz] —2L6QT — 1)

=1 =1

It follows that this algorithm yields a C-additive approximation for C L£216(2T — 1).The constant
C is linear in the number of links L and in the frame size T'.

Now let complexity represent the number of operations required to compute the max-weight
solution (assuming for simplicity that this number is independent of the size of the weights W;(1)).
Because this complexity is amortized over T slots, the algorithm yields a per-slot computation
complexity of complexity/T.This can be made as small as desired by increasing 7', with a tradeoff
of increasing the value of C linearly in T'. This shows that maximum throughput can be achieved
with arbitrarily low per-time slot complexity, with a tradeoff in average queue backlog and average
delay.

This technique was used in (167)(168) to reduce the per-slot complexity of scheduling in
N x N packet switches. The max-weight problem for N x N packet switches is a max-weight
matching problem that can be computed in time that is polynomial in N. The work (168) uses this
to provide a smooth complexity-delay tradeoff for switches, showing average delay of O(N*~%) is
possible with per-slot complexity O (N%), for any & such that 0 < o < 3.

Unfortunately, the max-weight problem for networks with general activation sets 3 may be
NP-hard, so that the only available computation algorithms have complexity that is exponential in
the network size L. This means the frame size 7 must be chosen to be at least exponential in L to
achieve polynomial per-slot complexity, which in turn incurs delay that is exponential in L.

6.1.2 RANDOMIZED SEARCHING FOR THE MAX-WEIGHT SOLUTION

The first low-complexity algorithm for full-throughput scheduling in time-invariant interference
networks was perhaps (169), where new link activations are tried randomly and compared in the max-
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weight metric against the previously tried activation. This is analyzed with a different Markov chain
argument in (169). However, intuitively this works for the same reason as the frame-based scheme
presented in the previous subsection: The randomized selection can be viewed as a (randomized)
computation algorithm that solves the max-weight problem over a (variable length) frame. The
optimal solution is computed in some random number of T slots, where T is geometric with success
probability equal to the number of optimal vectors in B divided by the size of the set B. While
the implementation of the algorithm is more elegant than the deterministic computation method
described in the previous subsection, its resulting delay bounds can be worse. For example, in a
N x N packet switch, the randomized method yields complexity that is O (N) and an average delay
bound of O (N!). However, the deterministic method of (168) can achieve complexity that is O (N)
with an average delay bound of O (N 3). This is achieved by using & = 1 in the smooth complexity-
delay tradeoff curve described in the previous subsection. A variation on the randomized algorithm
of (169) for more complex networks is developed in (170).

All known methods for achieving throughput-utility within € of optimality for networks
with general interference constraints (and for arbitrary € > 0) have either non-polynomial per-slot
complexity, or non-polynomial delays and/or convergence times. This is not surprising: Suppose the
problem of maximizing the number of activated links is NP-hard. If we can design an algorithm that,
after a polynomial time 7', has produced a throughput that is within 1/2 from the maximum sum
throughput with high probability, then this algorithm (with high probability) must have selected a
vector b(r) that is a max-size vector during some slot ¢ € {0, ..., T'} (else, the throughput would
be at least 1 away from optimal). Thus, this could be used as a randomized algorithm for finding
a max-size vector in polynomial time. Related NP-hardness results are developed in (171) for pure
stability problems with low delay, even when arrival rates are very low.

6.1.3 THE JIANG-WALRAND THEOREM

Here we present a randomized algorithm that produces a C-additive approximation by allocating
a link vector b(t) according to the steady state solution of a particular reversible Markov chain. The
Markov chain can easily be simulated, and it has a simple relation to distributed scheduling in a
carrier sense multiple access (CSMA) system. Further, if the vector is chosen according to the desired
distribution every slot ¢, the value of C that this algorithm produces is /inear in the network size,
and hence this yields maximum throughput with polynomial delay. We first present the result, and
then discuss the complexity associated with generating a vector with the desired distribution, related
to the convergence time required for the Markov chain to approach steady state.

The following randomized algorithm for choosing b(t) € B was developed in (172) for wire-
less systems with general interference constraints, and in (173) for scheduling in optical networks:

Max Link Weight Plus Entropy Algorithm: Every slot t, observe the current link weights
Wi(t) = (Wi(t), ..., Wr(¢)) and choose b(¢) by randomly selecting a binary vector b =
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(b1, ..., br) € Bwith probability distribution:
I exp(Wi(1)by)
A

where A is a normalizing constant that makes the distribution sum to 1.
The work (172) motivates this algorithm by the modified problem that computes a probability
distribution p(b) over the set B to solve the following:

Maximize: — Yy p(0) log(p(b)) + Y peis P(B) Sof, Wi(t)by (6.5)
Subject to: 0<pb) VbeB, Y zpb =1 (6.6)

p*(B)2Pr[b(t) = b] = (6.4)

where log(-) denotes the natural logarithm. This problem is equivalent to maximizing H (p(-)) +
ZzL: L WiE {by(1)|W (1)}, where H(p(-)) is the entropy (in nats) associated with the probability
distribution p(b), and E {b;(t)|W (¢)} is the expected transmission rate over link / given that b(z)
is selected according to the probability distribution p(b). However, note that because the set B
contains at most 2& link activation sets, and the entropy of any probability distribution that contains
at most k probabilities is at most log(k), we have for any probability distribution p(b):

0<—) pMlog(p(h) < Llog(2)
beBB

It follows that if we can find a probability distribution p(b) to solve the problem (6.5)-(6.6), then #is
produces a C-additive approximation to the max-weight problem (6.1), with C = Llog(2). It follows
that such an algorithm can yield full throughput optimality, and can come arbitrarily close to utility
optimality, with an average backlog and delay expression that is polynomial in the network size.
Remarkably, the next theorem, developed in (172), shows that the probability distribution (6.4) is
the desired distribution, in that it exactly solves the problem (6.5)-(6.6). Thus, the max link-weight-
plus-entropy algorithm is a C-additive approximation for the max-weight problem.

Theorem 6.1  (Jiang-Walrand Theorem (172)) The probability distribution p*(b) that solves (6.5)
and (6.6) is given by (6.4).

Proof. The proof follows directly from the analysis techniques used in (172), although we organize
the proof differently below. We first compute the value of the maximization objective under the
particular distribution p*(b) given in (6.4). We have:

L L
= > pr®) log(p* (1) + > p*(B) > Wit)bi Y B log(A) =) pr(b) Y Win)by

beB beB =1 beB beB =1
L
+D b)Y Wb
beB =1

= log(A)
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where we have used the fact that p*(b) is a probability distribution and hence sums to 1. We now
show that the expression in the objective of (6.5) for any other distribution p(b) is no larger than
log(A), so that p*(b) is optimal for this objective. To this end, consider any other distribution p(b).
We have:

L
=D p®logp®) + ) p(®) Y WiDb

beB beB =1
v P(B) -
= —) pblog (p ®- ) +Y pd) Y Wb
beB b p (6) beB =1
p(b) ) *
= - b)1 — b)1 b
l;gp( ) log (p*(b) beZBp( ) log(p* (b))
L
+Y pb) > Wit)by
beB =1
L
< = p®log(p*®)+ Y p(b) Y Wi)b (6.7)
beB beB =1
L
= =Y p®)log(1/A) =) pb) Y Wb
beB beB =1
L
+> " pb) > Wit)by
beB =1
= log(A)

where in (6.7), we have used the well known Kullback-Leibler divergence result, which states that
the divergence between any two distributions p*(b) and p(b) is non-negative (174):

b)
d )4 b1 (p( ) 0
kL(PlIp") t;pmog e

Thus, the maximum value of the objective function (6.5) is log(A), which is achieved by the distri-
bution p*(b), proving the result. O

Assume now the set B of all valid link activation vectors has a connectedness property, so that it
is possible to get from any by € B to any other b, € B by a sequence of adding or removing single
links, where each step of the sequence produces another valid activation vector in B (this holds in
the reasonable case when removing any activated link from an activation vector in B yields another
activation vector in B). In this case, the distribution (6.4) is particularly interesting because it is the
exact stationary distribution associated with a continuous time ergodic Markov chain with state b(v)
(where v is a continuous time variable that is not related to the discrete time index ¢ for the current
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slot). Transitions for this Markov chain take place by having each link / such that b;(v) = 1 de-
activate at times according to an independent exponential distribution with rate u = 1, and having
each link / such that b;(v) = 0 independently activate according to an exponential distribution with
rate A} = exp(W (1)), provided that turning this link ON does not violate the link constraints B.
That the resulting steady state is given by (6.4) can be shown by state space truncation arguments as
in (129)(131). This has the form of a simple distributed algorithm where links independently turn
ON or OFF, with Carrier Sense Multiple Access (CSMA) telling us if it is possible to turn a new
link ON (see also (175)(172)(173)(176)(177) for details on this).

Unfortunately, we need to run such an algorithm in continuous time for a long enough time
to reach a near steady state, and this all needs to be done within one slot to implement the result. Of
course, we can use a T -slot argument as in Section 6.1.1 to allow more time to reach the steady state,
with the understanding that the queue backlog changes by an amount O (T') that yields an additional
additive term in our C-additive approximation (see (176) for an argument in this direction using
stochastic approximation theory). However, for general networks, the convergence of the Markov
chain to near-steady-state takes a non-polynomial amount of time (else, we could solve NP-hard
problems with efficient randomized algorithms). This is because the Markov chain can get “trapped”
forlong durations of time in certain sub-optimal link activations (this is compensated for in the steady
state distribution by getting “trapped” in a max-weight link activation for an even longer duration
of time). Even computing the normalizing A constant for the distribution in (6.4) is known to be a
“#P-complete” problem (178) (see also factor graph approximations in (179)). However, it is known
that for link activation sets with certain degree-2 properties, such as those formed by networks
on rings, similar Markov chains require only a small (polynomial) time to reach near steady state
(180)(181). This may explain why the simulations in (172) for networks with small degree provide
good performance.

6.2 MULTIPLICATIVE FACTOR APPROXIMATIONS

While C-additive approximations can push throughput and throughput-utility arbitrarily close to
optimal, they may have large convergence times and delays as discussed in the previous section.
It is often possible to provide low complexity decisions for b() that come within a multiplicative
factor of the max-weight solution. This section shows that such algorithms immediately lead to
constant-factor stability and throughput-utility guarantees. The result holds for general networks,
possibly with time-varying channels, and possibly with non-binary rate vectors.

Let S(¢) describe the channel randomness on slot ¢ (i.e., the sopology state), and let I(r)
be the transmission action on slot 7, chosen within an abstract set Zg(,). The rate vector b(r) =
(b1(t), ..., b (1)) is determined by a general function of 1 (¢) and S(z):

bi(t) = bi(1(t), S®t)) VI e {1,..., L} (6.8)
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Definition 6.2  Let 8, C be constants such that 0 < 8 < 1 and C > 0. A (B, C)-approximation is
an algorithm that makes (possibly randomized) decisions I (1) € Zg() every slot ¢ to satisfy:

L L
S WOE B0, SOIW O] = B sup {Z Win)bi(l, S(t))} -C
=1

IEIS(,) I=1

Under this definition, a (1, C) approximation is the same as a C-additive approximation. It is
known that (8, C)-approximations can provide stability in single or multi-hop networks whenever
the arrival rates are interior to SA, being a B-scaled version of the capacity region (17)(22)(19)(182).
For example, if B = 1/2, then stability is only guaranteed when arrival rates are at most half the
distance to the capacity region boundary (so that the region where we can provide stability guarantees
shrinks by 50%). Related constant-factor guarantees are available for joint scheduling and flow
control to maximize throughput-utility, where the B-scaling goes inside the utility function (see
(22)(19) for a precise scaled-utility statement, (137) for applications to cognitive radio, and (154) for
applications to channels with errors). Here, we prove this result only for the special case of achieving
stability in a 1-hop network. This provides all of the necessary insight with the least amount of
notation, and the reader is referred to the above references for proofs of the more general versions.

Consider a 1-hop network with L queues with dynamics:

Qi(t + 1) = max[Qy (1) — bi(2), 01 +a(2) VI €{l,..., L}

where the service variables b;(f) are determined by I(r) and S(r) by (6.8), and a(r) =
(a1(t), ..., ar(t)) is the random vector of new data arrivals on slot 7. Define w(1)2[S(t), a ()],
and assume that () is i.i.d. over slots with some probability distribution. Define A; = E {a;(#)} as
the arrival rate to queue /.

Define an S-only policy as a policy that independently chooses 1(¢) € Zg(;) based only on a
(possibly randomized) function of the observed S(7). Define I as the set of all vectors (by,...,br)
that can be achieved as 1-slot expectations under S-only policies. That is, (by,...,br) €T ifand
only if there is a S-only policy 7*(¢) that satisfies I*(r) € Zg(;) and:

E{l;l(l*(t), S(t))} —h Vie(l,....L)

where the expectation in the left-hand-side is with respect to the distribution of S(#) and the possibly
randomized decision for 7*(¢) that is made in reaction to the observed S(t). For simplicity, assume
the set I is closed. Recall that for any rate vector (A1, ..., Ax) in the capacity region A, there exists
a S-only policy 7*(r) that satisfies:

E{El(l*(t), S(t))} > vie(l,... L)

We say that a vector (Ag, ..., Ar) is interior to the scaled capacity region BA if there is an € > 0
such that:
(M +e, ..., AL +€) € BA




146 6. APPROXIMATE SCHEDULING

Assume second moments of the arrival and service rate processes are bounded. Define

L(Q()) = % Zlel Q,(t)?, and recall that Lyapunov drift satisfies (see (3.16)):

L L
AQ) =B+ 0i0M = Y QOE [hi(1 (), S1)IQ() (6.9)
=1 =1

where B is a positive constant that depends on the maximum second moments.

Theorem 6.3  Consider the above 1-hop network with w(t) i.i.d. over slots and with arrival rates
Aty ooy AL). Fix B such that O < B < 1. Suppose there is an € > 0 such that:

M +e, ..., L +€) € BA (6.10)
If a (B, C)-approximation is used for all slots t (where C > 0 is a given constant), and if E{L(Q(0))} <

00, then the network is mean rate stable and strongly stable, with average queue backlog bound:

=L
lim sup — E 7)} < B/e
Hoop[;”;‘ {Qi(1)} < B/

where B is the constant from (6.9).

Proof. Fix slot t. Because our decision I (¢) yields a (8, C)-approximation for minimizing the final
term in the right-hand-side of (6.9), we have:

L L
AQW) = B+C+ Y ik =B Y QOB [bit* (0. S0)IQM)| (6.1)
=1 =1

where I*(t) is any other (possibly randomized) decision in the set Zs(). Because (6.10) holds, we
know that:

(M/B+€/B,....AL/B+€/B) € A

Thus, there exists a S-only policy 7*(7) that satisfies:

E{bi(1* 0, SODIQ) | = E{bi1*0). SN} z /B +e/B Vi e (1., L)

where the first equality above holds because I*(¢) is S-only and hence independent of the queue
backlogs Q(r). Plugging this policy into the right-hand-side of (6.11) yields:

L L
AQM) = B+C+Y ik =By Qut)u/B+€/B) (6.12)
=1 =1
L
= B+C—e) Qi) (6.13)

=1

The result then follows by the Lyapunov drift theorem (Theorem 4.1). O
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The above theorem can be intuitively interpreted as follows: Any (perhaps approximate) effort
to schedule transmissions to maximize the weighted sum of transmission rates translates into good
network performance. More concretely, simple greedy algorithms with  =1/2 and C =0 (i.e.
(1/2, 0)-approximation algorithms) exist for networks with matching constraints (where links can be
simultaneously scheduled if they do not share a common node). Indeed, it can be shown that the
greedy maximal match algorithm that first selects the largest weight link (breaking ties arbitrarily),
then selects the next largest weight link that does not conflict with the previous one, and so on, yields
a (1/2, 0)-approximation, so that it comes within a factor 8 = 1/2 of the max-weight decision (see,
for example, (137)). Distributed random access versions of this that produce (8, C) approximations
are considered in (154).

Different forms of approximate scheduling, not based on approximating the queue-based
max-weight rule, are treated using maximal matchings for stable switch scheduling in (183)(102),
for stable wireless networks in (184)(104)(103), for utility optimization in (185), and for energy
optimization in (186).
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CHAPTER 7

Optimization of Renewal
Systems

Here we extend the drift-plus-penalty framework to allow optimization over renewal systems. In
previous chapters, we considered a slotted structure and assumed that every slot ¢ a single random
event w(f) is observed, a single action « () is taken, and the combination of «(¢) and w (¢) generates
avector of attributes (i.e., either penalties or rewards) for that slot. Here, we change the slot structure
to a renewal frame structure. The frame durations are variable and can depend on the decisions made
over the course of the frame. Rather than specifying a single action to take on each frame r, we must
specify a dynamic policy [r] for the frame. A policy is a contingency plan for making a sequence
of decisions, where new random events might take place after each decision in the sequence. This
model allows a larger class of problems to be treated, including Markov Decision Problems, described
in more detail in Section 7.6.2.

An example renewal system is a wireless sensor network that is repeatedly used to perform
sensing tasks. Assume that each new task starts immediately when the previous task is completed.
The duration of each task and the network resources used depend on the policy implemented for
that task. Examples of this type are given in Section 7.4 and Exercise 7.1.

7.1 THERENEWAL SYSTEM MODEL

T[0] ] T[2] T[3]
| | | | | >
t[Oi:O t[|1] t[|2] t[|3] t[|4]

Figure 7.1: An illustration of a sequence of renewal frames.

Consider a dynamic system over the continuous timeline 7 > 0 (where ¢ can be a real number).
We decompose the timeline into successive renewal frames. Renewal frames occur one after the other,
and the start of each renewal frame is a time when the system state is “refreshed,” which will be
made precise below. Define 7[0] = 0, and let {¢[0], #[1], ¢[2], ...} be a strictly increasing sequence
that represents renewal events. For each r € {0, 1, 2, .. .}, the interval of time [¢[r], #[r + 1]) is the
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rth renewal frame. Denote T[r]2¢[r + 1] — #[r] as the duration of the rth renewal frame (see Fig.
7.1).

At the start of each renewal frame r € {0, 1, 2, ...}, the controller chooses a po/icy [r] from
some abstract policy space P. This policy is implemented over the course of the frame. There may be a
sequence of random events during each frame r, and the policy 7 [r] specifies decisions that are made
in reaction to these events. The size of the frame T'[r] is random and may depend on the policy. Fur-
ther, the policy on frame r generates a random vector of penalties y[r] = (yolrl, y1lrl, ..., yolr].
We formally write the renewal size T'[r] and the penalties y;[r] as random functions of 7 [r]:

T[r]= f"(n[r]) , wlrl=y(x[r]) Vi€ {0,1,...,L}

Thus, given 7[r], f"(rr [r]) and y;(x[r]) are random variables. We make the following renewal
assumptions:

* For any policy € P, the conditional distribution of (T[r], y[r]), given 7 [r] = m, is inde-
pendent of the events and outcomes from past frames, and is identically distributed for each
frame that uses the same policy 7.

* The frame sizes T'[r] are always strictly positive, and there are finite constants Tnin, Tmax,
Y0.min, Y0,max such that for all policies w € P, we have:

0 < Thin < E{f(n[r])|ﬂ[r] =7T} < Tnax » Yo.min = E{j\)o(ﬂ[r])h'[[}"] :77} = Y0,max

« There are finite constants D? and ylz’max forl € {l,..., L} such that forall 7 € P:
E{f i) eir =) = D? (7.1)
E{le(n[r])zw[r]:n} < Ve VIE{L, ..., L) (7.2)

That is, second moments are uniformly bounded, regardless of the policy.

In the special case when the system evolves in discrete time with unit time slots, all frame
sizes T [r] are positive integers, and Ty, = 1.

7.1.1 THE OPTIMIZATION GOAL

Suppose we have an algorithm that chooses 7[r] € P at the beginning of each frame r €
{0, 1,2, ...}. Assume temporarily that this algorithm yields well defined frame averages T and
y; with probability 1, so that:

R—1 R—1
.1 = .1 _
Rh_)moo 2 2_0 Tirl1=T (w.p.l) , Rh_)moo 2 E_O yilrl=7y, (w.p.1) (7.3)
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We want to design an algorithm that chooses policies 7w [r] over each frame r € {0, 1, 2, ...} to solve

the following problem:
Minimize: Yo/T (7.4)
Subjectto:  y,/T <¢; VI efl,..., L} (7.5)
nlrleP Vre{0,1,2,...} (7.6)
where (c1, ..., cr) are a given collection of real numbers that define time average cost constraints for
each penalty.

The value y;/T represents the time average penalty associated with the y[r] process. To
understand this, note that the time average penalty, sampled at renewal times, is given by:

Zf:_()l yl[r] _ hmR_)OO % Zf;ol yl[r] B &
R0 RN T ] dimgoeo xR T T

Hence, our goal is to minimize the time average associated with the yo[r] penalty, subject to the
constraint that the time average associated with the y;[r] process is less than or equal to ¢;, for all
le{l,...,L}.

As before, we shall find it easier to work with time average expectations of the form:

R-1 R-1

_ 1 B 1
T[R]éﬁgE{T[r]} , yl[R]éigE{yl[r]} vie{o,1,...,L} (7.7)

Under mild boundedness assumptions on T'[r] and y;[r] (for example, when these are determinis-

tically bounded), the Lebesgue dominated convergence theorem ensures that the limiting values of
T[R] and y;[R] also converge to T and ¥, whenever (7.3) holds (see Exercise 7.9).

7.1.2 OPTIMALITY OVER LI.D. ALGORITHMS

Define an i.2.d. algorithm as one that, at the beginning of each new frame r € {0, 1, 2, ...}, chooses
a policy r[r] by independently and probabilistically selecting 7 € P according to some distribution
that is the same for all frames r. Let 7 *[r] represent such an i.i.d. algorithm. Then the values
{f(ﬂ* [r1)}22,, are independent and identically distributed (i.i.d.) over frames, as are {J; (7 *[r])}7,,.
Thus, by the law of large numbers, these have well defined averages T and ¥} with probability 1,
where the averages are equal to the expectations over one frame. We say that the problem (7.4)-(7.6)
is feasible if there is an i.i.d. algorithm 7 *[r] that satisfies:

E {$i(x*[rD}

. <qVlell,... L) (7.8)
E{f i)
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Assuming feasibility, we define ratio®”" as the infimum value of the following quantity over
all i.i.d. algorithms that meet the constraints (7.8):

E {Jo(x*[rD}
E{f D)

The following lemma is an immediate consequence of these definitions:

Lemma 7.1  If there is an i.i.d. algorithm that satisfies the feasibility constraints (7.8), then for any
8 > 0 there is an i.1.d. algorithm 7w*[r] that satisfies:

IA

E {$o(r*[rD)) E {f"(n*[r])} (ratio®" + §) (7.9)
E{ D) = Elf@irfavien,. .. 1) (7.10)

A

The value ratio®”" is defined in terms of i.i.d. algorithms. It can be shown that, under mild
assumptions, the value ratio®" is also the infimum of the objective function in the problem (7.4)-
(7.6), which does not restrict to i.i.d. algorithms. This is similar in spirit to Theorems 4.18 and 4.5.
However, rather than stating these assumptions and proving this result, we simply use ratio®’" as
our target, so that we desire to push the time average penalty objective as close as possible to the
smallest value that can be achieved over i.i.d. algorithms.

It is often useful to additionally assume that the following “Slater” assumption holds:

Slater Assumption for Renewal Systems: There is a value € > 0 and an i.i.d. algorithm 7*[r]
such that:

E{§i(r* D)} < E {f(n*[r])} (c—e)Vie{l,...,L) (7.11)

7.2 DRIFT-PLUS-PENALTY FOR RENEWAL SYSTEMS

Foreachl e {1, ..., L}, define virtual queues Z;[r] with Z;[0] = 0, and with dynamics as follows:
Zilr + 1] = max[Zi[r] + yilr] — aT[r], 0] Yl € {1, ..., L} (7.12)
Let Z[r] be the vector of queue values, and define the Lyapunov function L(Z[r]) by:

1 L
L(Z[r])éi >z (7.13)
=1

Define the conditional Lyapunov drift A(Z[r]) as:

A(ZIFDEE(L(ZIr +1]) — L(ZIrD| Z1r]}
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Using the same techniques as in previous chapters, it is easy to show that:

L
AZID = B+ 2 E (i) - af xlr)| 21| (7.14)
=1

where B is a finite constant that satisfies the following for all r and all possible Z[r]:

L

1 2
By E {1 = arirp?1 211 (7.15)
Such a finite constant B exists by the boundedness assumptions (7.1)-(7.2). The drift-plus-penalty
for frame r thus satisfies:

L
AZIrD) + VE{ylrlIZIry < B+ VE{JoxlrDIZIr]l} + ZZ[F]E D rDIZ1r]
I=1

L
=Y zilriaE {f i) ZIn)| (7.16)
=1

This variable-frame drift methodology was developed in (56)(57) for optimizing delay in networks
defined on Markov chains. However, the analysis in (56)(57) used a policy based on minimizing the
right-hand-side of the above inequality, which was only shown to be effective for pure feasibility
problems (where o (7 [r]) = Oforallr) or for problems where the frame durations are independent of
the policy (see also Exercise 7.3). Our algorithm below, which can be applied to the general problem,
is inspired by the decision rule in (58), which minimizes the ratio of expected drift-plus-penalty
over expected frame size.

Renewal-Based Drift-Plus-Penalty Algorithm: At the beginning of each framer € {0, 1,2, .. .},
observe Z[r] and do the following:

* Choose a policy 7[r] € P that minimizes the following ratio:
E{Voerlr) + Tl Zilrl5irirD) ZIr] |

. (7.17)
E{firnIZir)

* Update the virtual queues Z;[r] by (7.12).

As before, we define a C-additive approximation to the ratio-minimizing decision as follows.

Definition 7.2 A policy 7[r] is a C-additive approximation of the policy that minimizes (7.17) if:

E{VioGrlr) + X, Zilr i lr)I Z1r| o |E [Viom + Xl i3I 211
- <C+ in R
E{TGlriZir) neP E{fm1Z1)
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In particular, if policy 7 [r] is a C-additive approximation, then:

L
E {Vﬁo(n [P+ Y Zilrli(r [r])|Z[r]} < CThax

=1
Vo [rl) + XL, Zz[r]ﬁzm*[r])}

E {7 i)

+E {f(n[rmZ[r]} ¢ { (7.18)

where 7*[r] is any 1.i.d. algorithm that is chosen in P and is independent of queues Z[r]. In the
above inequality, we have used the fact that:

E{f"(rr[r])lz[r]} < Tonax

Theorem 7.3  (Renewal-Based Drift-Plus-Penalty Performance) Assume there is an i.i.d. algorithm
¥ [r] that satisfies the feasibility constraints (7.8). Suppose we implement the above renewal-based drift-
plus-penalty algorithm using a C-additive approximation for all frames v, with initial condition Z;[0] = 0
foralll € {1, ..., L}. Then:
a) All queues Z,[r] are mean rate stable, in that:
lim @ZO vViell,..., L}

R— o0

b) Foralll € {1, ..., L} we have:

limsup(y,[R] — ¢;T[R]) <0 andso limsupy,[R]/T[R] < ¢
R—00 R—o0
where y,[R] and T[R] are defined in (7.7).
¢) The penalty process yolr] satisfies the following for all R > 0:

B + CTyax

Yo[R] — ratio®” T[R] < v

where B is defined in (7.15).
d) If the Slater assumption (7.11) holds for a constant € > O, then all queues Z[r] are strongly
stable and satisfy the following for all R > 0:

R

—_—

L
> E{zilr)} < (7.19)

=1

x| =

min

‘
Il
=}
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where the constant F is defined below in (7.22). Further, if for alll € {1, ..., L}, yi[r] is either deter-
ministically lower bounded or deterministically upper bounded, then queues Z;[r| are rate stable and:

|: % Zf:_ol wilr]

lim sup
R—1
7 Lro Tlr]

R—o00

i| <c¢gVle{l,...,L} (w.p.1)

Proof. (Theorem 7.3) Because we use a C-additive approximation every frame r, we know that
(7.18) holds. Plugging the i.i.d. algorithm 7 *[r] from (7.18) into the right-hand-side of the drift-
plus-penalty inequality (7.16) yields:

E{T i) ZIr]]

AZ[r]) + VE{ylrllZ[r]} < B+ CTypax + -
E{T(n*[r])}

VE {Jo(x*[rD}

E{f(n[r])IZ[r]} XL:Z[ ]E{A( [ ])} XL:Z[ ] E{f( [rDIZI ]} (7.20)
- rIE{Si(*[rD} — rle rlrhitr '
E{fein) 15 o =

+

where 77*[r] is any policy in P. Now fix § > 0, and plug into the right-hand-side of (7.20) the policy
7*[r] that satisfies (7.9)-(7.10), which makes decisions independent of Z[r], to yield:

AZIF) + VE (ol 20} = B+ Cloa + E T rlrDI 201 V (rario” + )

The above holds for all § > 0. Taking a limit as § — 0 yields:

A Zr]D) + VE{yolr|1Z[r]} < B4+ CTpax +E {f(n’[r])|Z[r]} Vratio®l! (7.21)
To prove part (a), we can rearrange (7.21) to yield:
A(Z[r]) < B + CTyax + V max[ratio® Tyayx, ratio®” Tyinl — VY0.min

where we use max[ratio®”' Tyay, ratio®” T,yin] because ratio”’ may be negative. This proves
that all components Z;[r] are mean rate stable by Theorem 4.1, proving part (a). The first lim sup
statement in part (b) follows immediately from mean rate stability of Z;[r] (via Theorem 2.5(b)).
The second lim sup statement in part (b) follows from the first (see Exercise 7.4).

To prove part (c), we take expectations of (7.21) to find:

E{L(Z[r + 11)} — E{L(Z[r])} + VE{yo[r]] < B+ CTpax +E {f(n[r])} Vratio®”

Summing over r € {0, ..., R — 1} and dividing by RV yields:

R-1 R—1
E{L(Z[R)} - E{L(Z[0])} 1 Y Efyolr]) < B + CTyax HW.O(,,,I%ZE{TU]}

_|_ J—
RV R r=0 |4 r=0
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Using the definitions of yo[R] and T[R] in (7.7) and noting that E{L(Z[R])} >0 and
E{L(Z[0])} = 0 yields:

B +CT, _
Yo[R] < S+ Clmax v P 4+ ratio®”'T[R]

This proves part (c).
Part (d) follows from plugging the policy 7*[r] from (7.11) into (7.20) to obtain:

E{flr)IZir] L
e {f‘(n*[r])} Y0,max — €Tmin ; Z[r]

A(Z[r]) + VE{yolrllZ[r]} < B+ CTpax +V

This can be written in the form:

L
A(Z[r)) < VF = €Tpin Y _ Zilr]
=1

where the constant F is defined:

B + CT, T, Tini
Tm + max |: e Y0,max ﬂ)7O,ma)c:| — YO,min (722)

min Tmax

F&

Thus, from Theorem 4.1, we have that (7.19) holds, so that all queues Z;[r] are strongly stable.
In the special case when the y;[r] are deterministically bounded, we have by the Strong Stability
Theorem (Theorem 2.8) that all queues are rate stable. Thus, by Theorem 2.5(a):

R—1
limsup|: Zy;[r]—cl ZT[r]:|<O (w.p.1)

R—o0 =0

However:
® 2o 207 k25 wilr] _ & Lo 1] LS R ilr 0 LR Tl
IR = MR, T 1 R-1
I3 Zr:O Tlr] ® Zr —o I'lr] B Doreo T[r]

= max |: Z yilr] — cl— Z T[r], 0:| Z (7.23)
i3

Further, because for all r € {1,2,...} we have E{T[r]|T[0], T[1],...,T[r — 11} > T;yin and
E{T[r?|T[0], T[1],..., T[r — 1]} < D?, from Lemma 4.3 it follows that:

R—1
L1
lkniloréfﬁ ZO T[r] = Tyin > 0 (w.p.1)
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and so taking a lim sup of (7.23) yields:

1 vR-1
' 2r=0 Ilr]

This proves part (d). O

lim sup =0 (w.p.1)

R—o00 min

The above theorem shows that time average penalty can be pushed to within O(1/V) of
optimal (for arbitrarily large V). The tradeoff is that the virtual queues are O(V) in size, which
affects the time required for the penalties to be close to their required time averages c;.

721 ALTERNATE FORMULATIONS

In some cases, we care more about y; itself, rather than y;/T. Consider the following variation of

problem (7.4)-(7.6):

Minimize: Yo/T
Subject to: vy, <0Vvliefl,...,L}
nlrleP Vre{0,1,2,...}

This changes the constraints from ;/T < ¢ to y; < 0. However, this is just a special case of the
original problem (7.4)-(7.6) with ¢; = 0.
Now suppose we seek to minimize ¥, rather than y,/T. The problem is:

Minimize: Yo
Subject to: il/TSCZ vie{l,...,L}
nlrleP Vre{0,1,2,...}

This problem has a significantly different structure than (7.4)-(7.6), and it is considerably easier to
solve. Indeed, Exercise 7.3 shows that it can be solved by minimizing an expectation every frame,
rather than a ratio of expectations.

Finally, we note that Exercise 7.5 explores an alternative algorithm for the original problem
(7.4)-(7.6). The alternative uses only a minimum of an expectation every frame, rather than a ratio
of expectations.

7.3 MINIMIZING THE DRIFT-PLUS-PENALTY RATIO
We re-write the drift-plus-penalty ratio (7.17) in the following simplified form:

E{a(m)}
E{b(m)}

where a (1) represents the numerator and b(rr) the denominator, both expressed as a function of the
policy m € P. We note that Tyyax = E{b()} > Ti > O for all m € P. Define 0 as the infimum




158 7. OPTIMIZATION OF RENEWAL SYSTEMS

sn .o [Ela@o)}
&t o) .

of the above ratio:

We want to understand how to find 6*.

In the special case when E {b(r)} does not depend on the policy 7 (which holds when the
expected renewal interval size is the same for all policies), the minimization is achieved by choosing
7 € P to minimize [E {a(r)}. This is important because the minimization of an expectation is typi-
cally much simpler than a minimization of the ratio of expectations, and it can often be accomplished
through dynamic programming algorithms (64)(67)(57) and their special cases of stochastic shortest path
algorithms.

To treat the case when E {b(7)} may depend on the policy, we use the following simple but
useful lemmas.

Lemma7.4  Forany policy w € P, we have:
E{a(r) —0*b(m)} =0 (7.25)

with equality if and only if policy w achieves the infimum ratio E{a(m)} /E {b(7)} = 6*.

Proof. By definition of 6*, we have for any policy 7 € P:

Ela(r) _ [E{am)}} o
E{b(m)} ~ neP | E{b(r)}

Multiplying both sides by E {#(7r)} and noting that E {b(7)} > 0 yields (7.25). That equality holds
ifand only if E {a ()} /E {b(r)} = 6* follows immediately. O

Lemma7.5  We have:
inf E{a(r) —60*b(7)} =0 (7.26)
meP

Further, for any value 0 € R, we have:

inng{a(n) —0b(m)} <0 if0 > 0* (7.27)

in;E{a(n) —0b(m)} >0 if0 <O* (7.28)
me
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Proof. To prove (7.26), note from Lemma 7.4 that we have for any policy :

E E
0 < E{a(r) —6*b(m)} = E(b(x)) (% - 9*) < Tiax (Eggii a 9*>

Taking infimums over w € P of the above yields:

, ) _(Efam) .\
0< ;relg)]E{a(n) —6 b(n)} < Tmax ;22 (—E )] 0 ) =0

where the final equality uses the definition of 6* in (7.24). This proves (7.26).
To prove (7.27), suppose that 6 > 6*. Then:

inf E{a(7) —0b(w)} = inf [E{a(m)—0"b(m)} — (0 — 6)E {b(m)}]

neP meP
inf E{a(r) —0*b(m)} — (0 — 0™) Tnin
meP

= —0—60"ThHin <0

where we have used (7.26). This proves (7.27). To prove (7.28), suppose 6 < 6*. Then:

inf E{a(r) —0b(r)) = inf[E {a(m) —6*b(m)} + E{ (0" — 6)b(7)}]
ingD]E la@@) —0"b(m)} + 0* — ) Tin
= (0" =0)Tpin >0

A%

7.3.1 THE BISECTION ALGORITHM

Lemmas 7.4 and 7.5 show that we can approach the optimal ratio 6* with a simple izerative bisection

algorithm that computes infimums of expectations at each step. Specifically, suppose that on stage k

) k)

of the iteration, we have finite bounds 6, and 9,(,,a  such that we know:

oL <o <o)

min max

Define %) as:

bisect “°*

ngk) A Q(k) + e(k) )/2

isect—\"max min

We then compute inf,cp E {a(n’) — ngs)ectb(n) } If the result is 0, then 0,526” = 0*. If the result
is positive then we know 913? eer < 0%, and if the result is negative we know 9,2? oot > 0% We then

appropriately adjust our upper and lower bounds for stage k + 1. The uncertainty interval decreases
by a factor of 2 on each stage, and so this algorithm converges exponentially fast to the value 6*. This
is useful because each stage involves minimizing an expectation, rather than a ratio of expectations.
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7.3.2 OPTIMIZATION OVER PURE POLICIES
Let PP“"¢ be any finite or countably infinite set of policies that we call pure policies:

PP = {my, o, 13, .. .}

Let P be the larger policy space that considers all probabilistic mixtures of pure policies. Specifically,
the space P considers policies that make a randomized decision about which policy 7; € PP*"¢
to use, according to some probabilities g; = Pr[Implement policy ;] with Z?il qi = 1. It turns
out that minimizing the ratio E {a(r)} /E {b(;r)} over = € P can be achieved by considering only
pure policies 7 € PP*"¢ To see this, define 6 as the infimum ratio over 7 € P, and for simplicity,
assume that 0* is achieved by some particular policy 7* € P, which corresponds to a probability
distribution (g7, g5, . . .) for selecting pure policies (71, 72, ...). Then:

0=E{a(x*) —0*b(x*)} = > ¢'E{a(m)—0*b(m)}

v

i=1

> af [ inf E{a(r) - Q*b(n)}}
i:1 TE pure

= inf E{a(m)—0"b(n)}

weppure

On the other hand, because P is a larger policy space than PP*"¢, we have:
0= inf E —0%b < inf E —0%b
inf E {a(m) (m} = _inf Efa(r) ()}

Thus:
inf E{a(r)—6*b(m)} =0

weppure
which shows that the infimum ratio 6* can be found over the set of pure policies.

The same result holds more generally: Let PP*"¢ be any (possibly uncountably infinite) set of
policies that we call pure policies. Define 2 as the set of all vectors (E{a(x)}, E {b(r)}) that can
be achieved by policies w € PP* . Suppose P is a larger policy space that contains all pure policies
and is such that the set of all vectors (E {a ()}, E {b(;r)}) that can be achieved by policies 7 € P is
equal to the convex hull of 2, denoted Conv(2). If 6* is the infimum ratio of E {a(7)} /E {b(r)}
over 7 € P, then:

0= inf Efa(r) —0*b(m)} =  inf [a—0%b]
weP (a,b)eConv(R2)
= inf [a—0"D]
(a,b)eQ
= inf E — 6%
_nf {a(m) (1)}

IThe convex hull of a set Q2 € R¥ (for some integer k > 0) is the set of all finite probabilistic mixtures of vectors in 2. It can be
shown that Conv(£2) is the set of all expectations E { X} that can be achieved by random vectors X that take values in the set
according to any probability distribution that leads to a finite expectation.
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where we have used the well known fact that the infimum of a linear function over the convex hull
of a set is equal to the infimum over the set itself. Therefore, by Lemma 7.4, it follows that 6 is also
the infimum ratio of E {a ()} /E {b(7)} over the smaller set of pure policies PP*"¢.

7.3.3 CAVEAT FRAMESWITH INITIAL INFORMATION

Suppose at the beginning of each frame r, we observe a vector y[r] of initial information that
influences the penalties and frame size. Assume {y[r]}72 is i.i.d. over frames. Each policy w € P first
observes y[r] and then chooses a sub-policy 1" € Py that possibly depends on the observed n[r].
One might (incorrectly) implement the policy that first observes #[r] and then chooses 7" € Py,
that minimizes the ratio of conditional expectations E {a(n’)m[r]} /E {b(n’)m[r]}. This would
work if the denominator does not depend on the policy, but it may be incorrect in general. Minimizing
the ratio of expectations is not always achieved by the policy that minimizes the ratio of conditional
expectations given the observed initial information. For example, suppose there are two possible
initial vectors 57 and 15, both equally likely. Suppose there are two possible policies for each vector:

* Under 9;: 7y gives [a = 1, b = 1], w12 gives [a =2, b = 1].
* Under n,: w21 gives [a = 20, b = 10], w2, gives [a = 4, b = .1].

It can be shown that any achievable (E {a(7)}, E {b(7)}) vector can be achieved by a probabilistic
mixture of the following four pure policies:

* Pure policy 7r1: Choose 11 if n[r] = 5y, w21 if 9lr] = n,.
* Pure policy m5: Choose 711 if g[r] = 9y, w2 it y[r] = n,.
* Pure policy 3: Choose 12 if 9[r] = 9y, w1 if y[r] = n,.
* Pure policy 4: Choose w2 if n[r] = 9y, w2 if ylr] = n,.

Clearly 11 minimizes the conditional ratio a/b given 1y, and 721 minimizes the conditional ratio
a/b given 1,. The policy 71 that chooses 1] whenever 3, is observed, and 721 whenever 7, is
observed, yields:
E{a(m)} _ (1/2)1 4+ (1/2)20 _ 10.5
E{b(r)}  (1/2)1+(1/2)10 5.5
On the other hand, the policy that minimizes the ratio E {a()} /E {b(r)} is the policy w2, which

chooses 7711 whenever 1, is observed, and chooses 77, whenever 1, is observed:
Efa(m)}  (1/2)1+(1/2)0.4 _7 ~ 1973
E{b(m)} ~ (1/2)14 (1/2)0.1 .55 '

A correct minimization of the ratio can be obtained as follows: If we happen to know the

~ 1.909

optimal ratio 6%, we can use the fact that:

0= inf E{a(n) —0*b(m)} =E{ inf Ef{a(x')—0"b(x")Inlrl}
neP T'€Pyir
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and so using the policy 77* that first observes #[r] and then chooses 7’ € Py, to minimize the con-
ditional expectation E {a(zr/) - O*b(n/)Iﬂ[r]} yields E {a(7*) — 6*b(7*)} = 0, which by Lemma
7.4 shows it must also minimize the ratio E {a(;r)} /E {b(7)}.

If 6 is unknown, we can compute an approximation of 0* via the bisection algorithm as
follows. At step k, we have Op;secs[k], and we want to compute:

inf E{a () — Opisect[k]b()} = E { inf  [E{a(x) — Opisect [k]b(ﬂ/)lﬂ[r]}]}
meP ' €Py

This can be done by generating a collection of W i.i.d. samples {5}, 9, ..., ny} (all with the same
distribution as g[r]), computing the infimum conditional expectation for each sample, and then
using the law of large numbers to approximate the expectation as follows:

E { inf [E {Cl(ﬂ'/) - Ghisect[k]b(n/)“’[r]}]} ~

JT,E,P”[”
1 w
W wg B [a(T') = Opiseer KIBGT) 0[F] = 1} Lval Opiseer K1) (7.29)
For a given frame r, the same samples {5y, ...,y } should be used for each step of the

bisection routine. This ensures the stage-r approximation function val(f) uses the same samples
and is thus non-increasing in 6, important for the bisection to work properly (see Exercise 7.2).
However, new samples should be used on each frame. If it is difficult to generate new 1.i.d. samples
{n1,....nw} on each frame (possibly because the distribution of y[r] is unknown), we can use W
past values of 7[r]. There is a subtle issue here because these past values are not independent of the
queue backlogs Z;[r] that are part of the a () function. However, using these past values can still
be shown to work via a delayed-queue argument given in the max-weight learning theory of (166).

7.4 TASKPROCESSING EXAMPLE

Consider a network of L wireless nodes that collaboratively process tasks and report the results to a
receiver. There are an infinite sequence of tasks {T'ask[0], Task[1], Task[2], ...} thatare performed
back-to-back, and the starting time of task r € {0, 1,2, ...} is considered to be the start of renewal
frame r. At the beginning of each task r € {0, 1, 2, ...}, the network observes a vector y[r] of
task information. We assume {n[r]}72 is i.i.d. over tasks with an unknown distribution. Every task
must be processed using one of K pure policies PP""¢ = {my, w2, ..., wk }. The frame size T'[r], task
processing utility g[r], and energy expenditures y;[r] for each node [ € {1, ..., L} are deterministic
Jfunctions of n[r] and m[r]:

Tlrl=Tlr), =) . glrl=&gmirl, xlrl) , wilrl= Hilr], xlr])
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Let pay be a positive constant. The goal is design an algorithm to solve:

Maximize: g/T
Subjectto:  ¥,/T < paw YVl €{1,..., L}
w[r] € PPYe Vr € {0, 1,2, ...}

Example Problem:

a) State the renewal-based drift-plus-penalty algorithm for this problem.

b) Assume that the frame size is independent of the policy, so that f"(n[r], w[r]) = f"(n[r]).
Show that minimization of the ratio of expectations can be done without bisection, by solving a
single deterministic problem every slot.

c) Assume the general case when the frame size depends on the policy. Suppose the optimal
ratio value 6*[r] is known for frame r. State the deterministic problem to solve every slot, with the
structure of minimizing a () — 0*[r]b(;r) as in Section 7.3.3.

d) Describe the bisection algorithm that obtains an estimate of 6*[r] for part (c). Assume we
have W past values of initial information {y[r], y[r — 11, ..., n[r — W + 1]}, and that we know
Omin < 0*[r] < Oyyax for some constants 0,,;,, and G4y

Solution:
a) Create virtual queues Z;[r] for eachl € {1, ..., L} as follows:
Zi[r + 1] = max[Zi[r] + $i(lr], 7[r]) — T lr], 7 [r]) pav, O] (7.30)
Every frame r € {0, 1,2, ...}, observe y[r] and Z[r] and do the following:
* Choose 7 [r] € PP to minimize:
E {—Vg’(ﬂ[r]a mlr]) + Zlel Zi[r19i(nlr], n[r])|Z[r]}

- (7.31)
E {7 irl, 7)1 Z1r1|

* Update queues Z;[r] according to (7.30).

b) If E {f"(n[r], n[r])|Z[r]} does not depend on the policy, it suffices to minimize the

numerator in (7.31). This is done by observing #[r] and Z[r] and choosing the policy 7 [r] € PP*"¢
as the one that minimizes:

L
=Velrl, =lrD) + Z Zi[r1yi(nlrl, wr])

=1
¢) If 6*[r] is known, then we observe y[r] and Z[r] and choose the policy 7[r] € PP*¢ as
the one that minimizes:

L
—Vaalrl, xlr) + Y Zilr13i(lrl, [r]) — 0*[r1T (lr], 7 [r])
=1
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d) Fix a particular frame r. Let 9,51]?” and 9,(,2)( be the bounds on 0*[r] for step k of the bisection,
09 — min and 9,(,,ka)x = Opax. Define ok oh 4 9,(,{2)6)/2. Define {5y, ...ny} as the

min bisect — ( min
W samples to be used. Define the function val(0) as follows:

where

w L

1 . A . 2

val©) = - > L min [—ng,-, )+ Y ZilrIi, 7 — 0T (o, n)ﬂ (7.32)

i= =1

Note that computing val(6) involves W separate minimizations. Note also that val(6) is non-
(k)

0

increasing in 6 (see Exercise 7.2). Now compute val(0,;.,.,):

o If val(@lgfs) ecr) = 0, we are done and we declare Géfs) o As our estimate of 6*[r].
k k+1 k k+1 k
« Ifval@))),.) > 0, then define "D = 9\ glet — (o)

) < 0, then define p&rD — g®) Q,Sf:;l) —o®

min min’ bisect*

. Ifval(®®

bisect

Then proceed with the iterations until our error bounds are sufficiently low. Note that this algorithm
requires val (9’52)”) >0 > val (9,5103)(), which should be checked before the iterations begin. If this is

violated, we simply increase 9,,(1% and/or decrease 9,52-)”.

7.5 UTILITY OPTIMIZATION FOR RENEWAL SYSTEMS

Now consider a renewal system that generates both a penalty vector y[r] = (yi[r]l, ..., yrlr])
and an attribute vector &[r] = (x1[r], ..., xp[r]). These are random functions of the policy 7[r]
implemented on frame r:

Xnlr] = Xu(xlrD) , wilrl=3(xlr]) Yme{l,...,. M}, 1l e{l,...,L}

The frame size T'[r] is also a random function of the policy as before: T[r] = f(n [rD. We make
the same assumptions as before, including that second moments of X, (7 [r]) are uniformly bounded
regardless of the policy, and that the conditional distribution of (T'[r], y[r], x[r]), given w[r] = m,
is independent of events on previous frames, and is identically distributed on each frame that uses
the same policy 7. Let Tiuin, Tinax, Xm.min» Xm,max be finite constants such that for all policies & € P
and allm € {1, ..., M}, we have:

0 < Tin < E{F@lrDIxlr) =7} < Toar  Simamin < E{REIDIT] = 7} < Snma

Under a particular algorithm for choosing policies 7[r] over frames r € {0, 1,2, ...}, define T[R],
¥/[R1,Xm[R] for R > 0 by:

B 1 R—1 1 R—1 1 R—1
TIRIEZ D EATUY . BilRIEZ D Einlrl) . FnlRIZ— ) B (onlr])
r=0 r=0 r=0
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Define 7, ¥i, Xm as the limiting values of T[R], ¥;[R], X[ R], assuming temporarily that the limit
exists. For each m € {1, ..., M}, define ¥ min and Y max by:

A - Xm,min Xm,min
Ym,min=1M1N s
min Tmax

Xm,max xm,maxi|

b
Tmin

A
] > Vm,maxzmaXI:

Tmax

It is clear that forallm € {1,..., M} and all R > 0, we have:

%, [R] z
Ym,min = Tm[R] = Vm,max > Vm,min = ?m =< Vm,max (733)
Let ¢ (p) be a continuous, concave, and entrywise non-decreasing function of vector y =

(1. - .., ym) over the rectangle y € R, where:
R = {(Vls ceey )/M)|Vm,min < ¥Ym = VYm,max Vme{l,..., M}} (734)

Consider the following problem:

Maximize:  ¢(x/T) (7.35)
Subject to: )T <¢ Yl efl,..., L} (7.36)
nrleP Vre{0,1,2,...} (7.37)

To transform this problem to one that has the structure given in Section 7.1.1, we define
auxiliary variables y[r] = (y1[r]. ..., ym[r]) that are chosen in the rectangle R every frame r. We
then define a new penalty yo[r] as follows:

yolr1& — Tlrlg (y[r])

Now consider the following transformed (and equivalent) problem:

Maximize:  T¢(y)/T (7.38)
Subject to: X =Tym Yme{l,..., M) (7.39)
/)T <¢ Yl ell,..., L} (7.40)
ylrle R vr €{0,1,2,...} (7.41)
xlrleP Vre{0,1,2,...} (7.42)
where:
1 R—1
Te(y) = lim — > E{TIrlo(IrD} =¥,
o
Tym 2

Rli_)moo% Z(:) E{T[rlymlr])} Vm e {1,..., M)}
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That the problems (7.35)-(7.37) and (7.38)-(7.42) are equivalent is proven in Exercise 7.7
using the fact:

To(y)/T < ¢(Ty/T)

This fact is a variation on Jensen’s inequality and is proven in the following lemma.

Lemma 7.6  Let ¢ (y) be any continuous and concave (not necessarily non-decreasing) function defined
over’y € R, where R is defined in (7.34).

(a) Let (T, y) be a random wvector that takes values in the set {(T, y)|T > 0,y € R} according to
any joint distribution that satisfies O < E{T} < oo. Then:

E{T¢(»)} <¢<E{Ty})
E{T} — E{(T}

(6) Let (T[r], ylr]) be a sequence of random wectors of the type specified in part (a), for r €
{0,1,2,...}. Then for any integer R > 0:

R i Tl 5 55 Tlry(r) n

e O\ T 7

& X BUITe0UD) (% > E{T[r]y[r]}) a0
R BTN T ® Lrco EATIF '

and thus To(y)/T < ¢(Ty/T).

Proof. Part (b) follows easily from part (a) (see Exercise 7.6). Here we prove part (a). Let
{(T[r], y[rD}72, be an i.i.d. sequence of random vectors, each with the same distribution as (7', ).
Define tg = 0, and for integers R > 0 define tg = Zf:_ol T[r]. Let interval [¢,, #,1) represent the
rth frame. Define y () to take the value y[r] if ¢ is in the rth frame, so that:

y@) =ylr] ifr €[t tr11)

We thus have for any integer R > 0:

YR TIre(r) % 255 Tlrlg(yir)
>0 Tlr] ® Xy Thr]

On the other hand, by Jensen’s inequality for the concave function ¢ (»):

1 [ 1 [ TSR Ty L]
— p(t))d — p()dt | = ¢ [ B==0 7.46
tRfO d(F 1)) tS¢(¢R.[) 20) r) ¢( IR ST (7.46)

1 [
- /0 67 (1)dr = (7.45)
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Taking limits of (7.45) as R — oo and using the law of large numbers yields:

N B AL _E{To()}
Rll_)moog/() d(y@))dt = TR0y (w.p.1)

Taking limits of (7.46) as R — 00 and using the law of large numbers and continuity of ¢ (y) yields:

li L y (1))dt < E{Ty) 1
Rgnoogfo d(y(1) _¢<E{T}> (w.p.1)
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To solve (7.38)-(7.42), we enforce the constraints X,; > Ty, and ¥;/T < ¢; with virtual queues
Z/rland G, [rlforl € {l,...,L}andm € {1, ..., M}:

Zilr +11 = max[Z[r] + yilr] — Tlrle, 0] (7.47)
Gulr +11 = max[Gulr]+ Tlrlynlr] — xmlrl, 0] (7.48)

Note that the constraint X, > Ty, is equivalent to T¥m — xm <0, which is the same as
P /T < 0for p,, [FI2T [r1ymlr] — xm[r]. Hence, the transformed problem fits the general renewal
framework (7.4)-(7.6). Using yo[r] = —T[rl¢ (p[r]), the algorithm then observes Z[r], G[r] at the
beginning of each frame r € {0, 1,2, ..., } and chooses a policy 7[r] € P and auxiliary variables
y[r] € R to minimize:

—VE{T e 01D 2171, Gir]
E{fGlr1Z1r, GIrl]
E{SE, Zi0r5ialrl) + S0, Gl Gl yalr] — 2l D1 ZI), GIr)
E{fGlr)IZ1r), Glrl)

+

This minimization can be simplified by separating out the terms that use auxiliary variables. The
expression to minimize is thus:

E{TGlrD=VeIr) + Lo Gulrlynlr NI 21, Glrl)
E{f(lr)IZ1r), GIrl)

E{YL ZUBiGlrD) - 2o, GulrliGrlrDI Z1r), GIr
E{frlrDIZ1r), GIrl)

+

Clearly, the y[r] variables can be optimized separately to minimize the first term, making the
frame size in the numerator and denominator of the first term cancel. The resulting algorithm is
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thus: Observe Z[r] and G[r] at the beginning of each frame r € {0, 1, 2, ...}, and perform the
following:

* (Auxiliary Variables) Choose p[r] to solve:

Maximize: Voylr]) — 2%21 Gulrlymlr]
Subject to:  Yim.min < Ymlr] < Ymmax Ym € {1, ..., M}

* (Policy Selection) Choose [r] € P to minimize the following:

E{YE, ZUr15iGelr) = Lol Gulrli Gl ZIr), Glrl)
E{f iz, Gl

* (Virtual Queue Updates) At the end of frame r, update Z[r] and G[r] by (7.47) and (7.48).

The auxiliary variable update has the same structure as that given in Chapter 5, and it is
a deterministic optimization that reduces to M optimizations of single variable functions if ¢ (y)
has the form ¢(y) = Z%:l ®m(ym). The policy selection stage is a minimization of a ratio of
expectations, and it can be solved with the techniques given in Section 7.3.

7.6 DYNAMIC PROGRAMMING EXAMPLES

This section presents more complex renewal system examples that involve the theory of dynamic
programming. Readers unfamiliar with dynamic programming can skip this section, and are referred
to (64) for a coverage of that theory. Readers familiar with dynamic programming can peruse these
examples.

7.6.1 DELAY-LIMITED TRANSMISSION EXAMPLE

Here we present an example similar to the delay-limited transmission system developed for coopera-
tive communication in (71), although we remove the cooperative component for simplicity. Consider
a system with L wireless transmitters that deliver data to a common receiver. Time is slotted with
unit size, and all frames are fixed to T slots, where T is a positive integer. At the beginning of each
framer € {0, 1, 2, ...}, new packets arrive for transmission. These packets must be delivered within
the 7 slot frame 7 € {r7T, ..., (r + 1)T — 1}, or they are dropped at the end of the frame. Let

A[r] = (Ailr], ..., AL[r]) be the vector of new packet arrivals, treated as initial information about
frame r. Assume that A[r] is 1.i.d. over frames. On each slot T of the T-slot frame, at most one
transmitter [ € {1, ..., L} is allowed to transmit, and it can transmit at most a single packet. Let

Q;(7) represent the (integer) queue size for transmitter / on slot . Then for frame r € {0, 1, ...},
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we have:
0irT) = Aflr]
rT+v—1

QT +v) = Alrl— Y L) Vee(l,....T-1
t=rT
where 1;(7) is an indicator function that is 1 if transmitter / successfully delivers a packet on slot 7,
and is 0 otherwise.
The success of each packet transmission depends on the power that was used. Let p(r) =
(p1(2), ..., pr(1)) represent the power allocation vector on each slot 7 in the T-slot frame. This
vector is chosen every slot T subject to the constraints:

0 < pi(7) < Pmax Viefl,...,L},Vt
pi(t) =0 if Q;(t) =0 vViell,...,L},Vt
(@) pm(x) =0 Vl,me{l,...,L},Vt

The third constraint above ensures at most one transmitter can send on any given slot. Transmission
successes are conditionally independent of past history given the transmission power used, with
success probability for each / € {1, ..., L} given by:

q1(p)& Pr[transmitter [ is successful on slot 7|p;(t) = p, Q;(7) > 0]

We assume that ¢;(0) = Oforall/ € {1, ..., L}. Define D;[r] and y;[r] as the total packets delivered
and total energy expended by transmitter / on frame r:

rT+T—1

> L) Viefl,.... L)
t=rT
rT+T—-1

wrl 2 > p(yvie{l, ... L}

t=rT

Dy[r]

The goal is to maximize a weighted sum of throughput subject to average power constraints:

Maximize: ZIL:I w;D; )T
Subject to:  y;/T < pay Yl €{1,..., L}
nlrleP Vre{0,1,2,...}

where {w;}/- | are a given collection of positive weights, pay is a given constant power constraint, D;
and y; are the average delivered data and energy expenditure by transmitter / on one frame, and P is
the policy space that conforms to the above transmission constraints over the frame. This problem
fits the standard renewal form given in Section 7.1 with ¢; = pgy foralll € {1,..., L}, and:

rT+T—1

L
Yolrl& = w0 1i(o)
=1

t=rT
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We thus form virtual queues Z;[r] for eachl € {1, ..., L}, with updates:
rT+T—1
Z[r + 1] = max [Zz[r] + Y @) = paT, 0} (7.49)
t=rT

Then perform the following:
* For every frame r, observe A[r] and make actions over the course of the frame to solve:

L rT+T-1
Maximize: Z Z E{Vw1;(z) — Zi[r1pi(0)| Z[r], Alr]}

=1 t=rT
Subject to: (1) 0 < pi(v) < pmax YL VT €{rT,....rT+T — 1}

2 p()=0ifQi(x)=0 VI,Vre{rT,....rT+T—1}
3 p@)pu()=0 Vi,m,Nte{T,....rT+T —1}

* Update Z;[r] according to (7.49).

The above uses the fact that the desired ratio (7.17) in this case has a constant denominator 7T,
and hence it suffices to minimize the numerator, which can be achieved by minimizing the conditional
expectation given both the Z[r] and A[r] values. Using iterated expectations, the expression to be
maximized can be re-written:

L rT+T-1
Yo Y EVwa(pi(v) — Zilrlpi(0)| Z1r], Alrl)
=1 t=rT

The problem can be solved as a dynamic program (64). Specifically, we can start backwards and
define J7(Q) as the optimal reward in the final stage T (corresponding toslot t =rT + T — 1)
giventhat QrT + T — 1) = Q:

Jr(Q)L max [ max  [Vwq(p) — Zi[r] ]]
Q 11Q;>0 {Plofpfpmax} qap P

This function J7(Q) is computed for all integer vectors @ that satisfy 0 < Q < A[r]. Then define
Jr-1(Q) as the optimal expected sum reward in the last two stages {T" — 1, T}, given that Q(rT +

T-2)=0Q:
Jr—1(@)2 max [ max  [Vwiq(p) — Zi[rlp + q1(p)JIr(Q —e)) + (1 — C]l(p))JT(Q)]j|
11Q;>0 {P|OSPSPmax}

where e is a vector that is zero in all entries j # [, and is 1 in entry /. The function J7_; (Q) is also
computed for all @ that satisfy 0 < Q < A[r]. In general, we have for stages k € {1,..., T — 1}

the following recursive equation:

J(@)2 max [ max  [Vwq(p) — Zilrlp + q(p) Jks1(Q — e) + (1 — CII(P))Jk+1(Q)]:|
Q>0 | {plO<p=<pmax}



7.6. DYNAMIC PROGRAMMING EXAMPLES 171

The value J;(Q) represents the expected total reward over frame r under the optimal policy, given
that Q(rT) = Q. The optimal action to take at each stage k corresponds to the transmitter / and
the power level p that achieves the maximum in the computation of Ji (Q).

For a modified problem where power allocations are restricted to p;(t) € {0, pimax}, it can
be shown the problem has a simple greedy solution: On each slot 7 of frame r, consider the set
of links / such that Q;(r) > 0, and transmit over the link / in this set that has the largest positive
Vwiqr(pmax) — Zilr1Pmax value, breaking ties arbitrarily and choosing not to transmit over any
link if none of these values are positive.

7.6.2 MARKOV DECISION PROBLEM FOR MINIMUM DELAY
SCHEDULING

Here we consider a Markov decision problem involving queueing delay, from (56)(57). Consider a
2-queue wireless downlink in slotted time ¢ € {0, 1, 2, .. .}. Packets arrive randomly every slot, and
the controller can transmit a packet from at most one queue per slot. Let Q;(7) be the (integer)
number of packets in queue i onslot ¢, fori € {1, 2}. We assume the queues have a finite buffer of 10
packets, so that packets arriving when the Q;(r) = 10 are dropped. To enforce a renewal structure,
let x (¢) be an independent process of i.i.d. Bernoulli variables with Pr[x(t) = 1] = §, for some
renewal probability § > 0. The contents of both queues are emptied whenever x(f) =1, so that
queueing dynamics are given by:

min[Q; (t) + A;(t), 10] — 1;(r) if x(r) =0

Q"(Hl):i 0 ifx () =1

where 1;(¢) is an indicator function that is 1 if a packet is successfully transmitted from queue i on
slot 7 (and is 0 otherwise), and A; (¢) is the (integer) number of new packet arrivals to queue i. The
maximum packet loss rate due to forced renewals is thus 208, which can be made arbitrarily small
with a small choice of § > 0. We assume the controller knows the value of x (¢) at the beginning
of each slot. We have two choices of a renewal definition: (1) Define a renewal event on slot ¢
whenever (Q1(1r), 02(1)) = (0, 0), (i1) Define a renewal event on slot r whenever x(t — 1) = 1.
The first definition has shorter renewal frames, but the frames sizes depend on the control actions.
This would require minimizing a ratio of expectations every slot. The second definition has frame
sizes that are independent of the control actions, and have mean 1/§. For simplicity, we use the
second definition.
Let g;(¢) be the number of packets dropped from queue i on slot ¢:

AiO{Qi() =10} if x(1) =0

gi(t): { Qi)+ A;(t) — 1;(¢) 1fx(t):1

where 1{Q;(¢) = 10} is an indicator function that is 1 if Q;(¢) = 10, and 0 otherwise.
Assume the processes A1 (t) and A (¢) are independent of each other. A;(¢) is i.i.d. Bernoulli
with Pr[Ai(t) = 1] = A1, and Ax(¢) is i.1.d. Bernoulli with Pr[Az(¢) = 1] = ;. Every slot, the




172 7. OPTIMIZATION OF RENEWAL SYSTEMS

controller chooses a queue for transmission by selecting a power allocation vector (p1(z), p2(t))
subject to the constraints:

0=<pi(t) < pmax » P1®)p2(t) =0 Vi € {1,2}, V1
pi(t) =0 ,if Q;(t) =0 Vi € {1,2}, Vt

where pjqx is a given maximum power level. Let P(Q) denote the set of all power vectors that
satisfy these constraints. Transmission successes are independent of past history given the power
level used, with probabilities:

ai(p)2Pr(1;(t) =11Q;(t) > 0, pi (1) = p]

Assume that ¢1(0) = ¢2(0) = 0.

The goal is to minimize the time average rate of packet drops g; + g, subject to an average
power constraint p,, and an average delay constraint of 3 slots for all non-dropped packets in each
queue: Wi <3, W, <3. Specifically, define i = A — g; as the throughput of queue i. By Little’s
Theorem (129), we have Q; = A; W;, and so the delay constraints can be transformed to Q; < 34,
which is equivalent to @i -3 —g;) =<0

Let t[r] be the slot that starts renewal frame r € {0, 1, 2, ...} (where [0] = 0), and let T'[r]
represent the number of slots in the rth renewal frame. Thus, we have constraints:

R—1t[r]+T[r]-1

.1
Rlimooﬁz; Z[] [01(1) =3(A1(1) —g1(™)] < 0
r= T=I\r
w2 T i (1) + pa()]
lim I —R_1 = Pav
R— 00 ® Zr:() T[I’]

Following the renewal system framework, we define virtual queues Zi[r], Z>[r], Z,[r]:

tlr]+T[r]—1
Zir+11 = max | Zirl+ Y [Q1() = 3(A1(2) — g1(2))], 0 (7.50)
T=t[r]
tr]+T[r]-1
Zolr+11 = max | Zolrl+ Y [Qa(7) — 3(Aa(7) — 2(1))], 0 (7.51)
T=t[r]
tr]+T[r]—1
Zplr+11 = max | Z,[rl+ Y [pi(0) + p2(v) = pav), 0 (7.52)

T=t[r]

Making the queues Z;[r] and Z,[r] rate stable ensures the desired delay constraints are satisfied,
and making queue Z,[r] rate stable ensures the power constraint is satisfied. We thus have the
following algorithm, which only minimizes the numerator in the ratio of expectations because the
denominator is independent of the policy:
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* At the beginning of each frame r, observe Z[r] = [Zi[r], Z2[r], Z,[r]] and make power
allocation decisions to minimize the following expression over the frame:

Z[r]}

2
f@@), A®),Q®), ZIr) = V(gl(f)+g2(f))+Zzi[r][Qi(f)+3gi(T)]

i=l
+Zplrllp1(7) + p2(7)]

tr1+Tlr]-1

E{ > [, A®). Q). ZIr])

T=t[r]

where f(p(t), A(1), Q(z), Z[r]) is defined:

* Update the virtual queues Z[r] by (7.50)-(7.52).

The minimization in the above algorithm can be solved by dynamic programming. Specifically,
given queues Z[r] = Z that start the frame, define Jz(Q) as the optimal cost until the end of a
renewal frame, given the initial queue backlog is Q. Then Jz(0) is the value of the expression to be
minimized. We have (56)(57):

JZ(Q) = 8EA {pelng)f(p’ A’ Qv Z)lX = 1» Q’Z}

+(1 = s {p [ [/ A.Q.2)+hp.A4.Q.2)]1x=0.Q Z} (7.53)

in
eP
where h(p, A, Q, Z) is defined:

h®, A, Q, Z)2Jzmin[Q + A, 10)(1 — ¢(p)) + Jz(min[Q + A, 10] — e(p))g(p)

where:

qi(p1) ifp1>0 { (1,00 ifp1 >0
g . s e ey .
9®) { a2 ifp1 =0 D=1 01 ifp=0
The equation (7.53) must be solved to find Jz(Q) forall @ € {0, 1, ..., 10} x {0, 1, ..., 10}.
Define W(J) as an operator that takes a function J(Q) (for Q €{0,1,...,10} x
{0, 1, ..., 10}) and maps it to another such function via the right-hand-side of (7.53). Then (7.53)
reduces to:

Jz(Q) =¥ (z(Q))

and hence the desired Jz(Q) is a fixed point of the W(-) operator. It can be shown that W(-) is a
contraction with an appropriate definition of distance (67)(57), and so the fixed point is unique and
can be obtained by iteration of the W(-) operator starting with any initial function J ©(Q) (such as

JOQ) =0):
JO@Q@ =0, J""YQ) =wvuQ) Vie{0,1,2,..)
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Then lim; o J(Q) solves the fixed point equation and hence is equal to the desired Jz(Q)
function. While this then needs to be recomputed for the next frame (because the queue Z[r]
change), the change in these queues over one frame is bounded and the resulting Jz(Q) function
for frame r is already a good approximation for this function on frame r + 1. Thus, the initial value
of the iteration can be the final value found in the previous frame.

Iteration of the W(J) operator requires knowledge of the A(¢) distribution to compute the
desired expectations. In this case of independent Bernoulli inputs, this involves knowing only two
scalars A1 and Xp. However, for larger problems when the random events every slot can be a large
vector, the expectations can be accurately approximated by averaging over past samples, as in (7.29).
See (57) for an analysis of the error bounds in this technique.

Seealso (61)(60)(59) for alternative approximations to the Markov Decision Problem for wire-
less queueing delay. A detailed treatment of stochastic shortest path problems and approximations is
found in (67). Approximate dynamic programming methods that approximate value functions with
simpler functions can be found in (68)(187)(67)(69). Recent work in (62)(63) combines Markov
Decision theory and approximate value functions for treatment of energy and delay optimization in
wireless systems.

7.7 EXERCISES

Exercise 7.1. (Deterministic Task Processing) Suppose N network nodes cooperate to process
a sequence of tasks. A new task is started when the previous task ends, and we label the tasks
r €{0,1,2,...}. For each new task r, the network controller makes a decision about which single
node n[r] will process the task, and what modality m[r] will be used in the processing. Assume
there are M possible modalities, each with different durations and energy expenditures. The task r
decision is 7 [r] = (n[r], m[r]), where n[r] € {1, ..., N} and m[r] € {1, ..., M}. Define T (n, m)
and B(n, m) as the duration of time and the energy expenditure, respectively, required for node n to
process a task using modality m. Assume that 7'(n, m) > 0 and S(n, m) > 0O for all n, m. Let e,[r]
represent the energy expended by node n € {1, ..., N} during task r:

Bm[r],m[r]) ifn[r]l=n
0

enlrl = { ifn[r] #n

We want to maximize the task processing rate subject to average power constraints at each node:

Maximize: /T
Subject to: 1) en)T < Pnav »Vnef{l,..., N}
2) nlrle{l,...,N},m[rle{l,...,M} ,Vre€{0,1,2,...}

where p, 4y is the average power constraint for node n € {1, ..., N}. State the renewal-based drift-
plus-penalty algorithm of Section 7.2 for this problem. Note that there is no randomness here, and so
the ratio of expectations to be minimized on each frame becomes a ratio of deterministic functions.
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Exercise 7.2. (Non-Increasing Property of val(0)). Consider the val (0) function in (7.32). Suppose
that 6; < 6,.
a) Argue that for all y;, 7w, Z;[r], we have:

L L
—Vet,. 1)+ Y Zilrliim. 1) — O T (. m) = =VE(m. ) + Y Zilr15i(n;. w) — 0T (. )
=1 =1

b) Prove that val(6,) > val(6,).

Exercise 7.3.  (An Alternative Algorithm with Modified Objective) Consider the system of Section
7.1. However, suppose we desire a solution to the following modified problem:

Minimize: Yo
Subjectto:  y,/T <¢; YVl efl,..., L}
nlrleP Vre{0,1,2,...}

This differs from (7.4)-(7.6) because we seek to minimize y,, rather than y,/T. Define the same
virtual queues Z[r] in (7.12). Note that (7.16) still applies. Consider the algorithm that, every frame
r, observes Z[r] and chooses a policy [r] € P to minimize the right-hand-side of (7.16). It then
updates Z[r] by (7.12) at the end of the frame. Assume there is an i.i.d. algorithm 7 *[r] that yields:

E{fo*rD} = ¥ (7.54)
E{ D} = E{T@TDjaviel . 1) (7.55)

a) Plug the i.i.d. algorithm 7 *[r] into the right-hand-side of (7.16) to show that A(Z[r]) < F
for some finite constant F', and hence all queues are mean rate stable so that:

lim sup[y,[R] — ¢;T[R]] < 0
R—o00
b) Again plug the i.i.d. algorithm 7*[r] into the right-hand-side of (7.16), and use iterated
expectations and telescoping sums to prove:

limsupVo[R] < yo”' + B/V

R—o00

Exercise 7.4. (Manipulating limits) Suppose that lim supg_, . [V;[R] — ¢;T[R]] <0, where 0 <
Tonin < T[R] < Tjpax forall R > 0.
a) Argue that for all integers R > 0:

VIRT ¢; < max |:0, &[R] - Cl] = max [0, ;[R] — ¢/ T[R]]

TIR] - T[R] Tonin Tonin
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b) Take limits of the inequality in (a) to conclude that:

ViI[R
lim sup )l[ I <
R—o0 T[R]

Exercise 7.5. (An Alternative Algorithm with Time Averaging) Consider the optimization prob-
lem (7.4)-(7.6) for a renewal system with frame sizes T[r] that depend on the policy 7[r]. Define
0[0] = 0. For each stage r € {1,2, ..., } define 6[r] by:

1 r—1

=Ny k
O[V]érl 1;1(1 yolk]
7 k=0 T'IK]
so that O[r] is the empirical time average of the penalty to be minimized over the first r frames.

Consider the following modified algorithm, which does not require the multi-step bisection phase,
but makes assumptions about convergence:

(7.56)

* Every frame r, observe 0[r], Z[r], and choose a policy w[r] € P to minimize:

E {V[yo(n[rn — 0T D] + S5 ZA il — e (D21, e[r]}

* Update 0[r] by (7.56) and update Z[r] by (7.12).
To analyze this algorithm, we assume that there are constants 6, T, Yo such that, with probability 1:
limg—oo OIR] =6 , limgooo & Sh g Tlr1=T | limgooo & Y870 yolr] = 5 (7.57)

We further assume there is an i.i.d. algorithm 7 *[r] that satisfies (7.9)-(7.10) with § = 0.
a) Use (7.14) to complete the right-hand-side of the following inequality:

A(Z[r]) + VE{yolr] = 0[r1T[r1I Z[r]} < B+ - --

b) Assume E {L(Z[0])} = 0.Plug thei.i.d. algorithm 7 *[r] from (7.54)-(7.55) into the right-
hand-side of part (a) to prove that A(Z[r]) < F for some constant F, and so all queues are mean
rate stable. Use iterated expectations and the law of telescoping sums to conclude that for any R > 0:

E{ % Dol = 00170} = B {7 Gt [rarior — & SEL B 0101 + B/V

¢) Argue from (7.56) and (7.57) that, with probability 1:

Hmg_ o0 & SR 0 yolr] — OF1TIFI1 =0, limposoo & Y n g Olr1 =6
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d) Assume that:

lim oo B { & X550 olr] = 61T} =0, limgesoo 4 Y55 EAO1]) = 0

This can be justified via part (c) together with the Lebesgue Dominated convergence theorem,
provided that mild additional boundedness assumptions on the processes are introduced. Use this
with part (b) to prove:

1 R—1
) r
0= lim &==0-""_ 2o Yol <ratio’’" +

: —  w.p.D)
R=oo LSRN T[] E {T(n*[r])} %

Exercise 7.6. (Variation on Jensen’s Inequality) Assume the result of Lemma 7.6(a).

a) Let {T'[0], T[1],..., T[R — 11}, {y[O], y[1], ..., Y[R — 1]} be deterministic sequences.
Prove (7.43) by defining X as a random integer that is uniform over {0, ..., R — 1} and defining
the random vector (T[X], y[X]).

b) Prove (7.44) by considering {T[0], T[1],..., T[R — 11}, {y[O], y[1], ..., Y[R — 1]} as
random sequences that are independent of X.

Exercise 7.7.  (Equivalence of the Transformed Problem)

a) Suppose that 7*[r], y*[r] solve (7.38)-(7.42), yielding V7, T i, T*¢(y*), T*y*. Use
the fact that ¢ (T*y*/ T > T*¢(y*)/ T" to show that the same policy *[r] satisfies the feasibility
constraints (7.36)-(7.37) and yields d@ /T > T*p (y*)/Tk.

b) Suppose that 77 *[r] is an algorithm that solves (7.35)-(7.37), yielding *, T, and ¥} . Show
that the optimal value of (7.38) is greater than or equal to ¢ (x* /T*). Hint: Use the same policy
7*[r], and use the constant y[r] = E*/T* forall r € {0, 1, 2, ...}, noting from (7.33) that this is
in R.

Exercise 7.8.  (Utility Optimization with Delay-Limited Scheduling) Modify the example in Sec-
tion 7.6.1 to treat the problem of maximizing the utility function ZIL:I log(1 + D;/T), rather than
maximizing ZZL:] w; D/ T.

Exercise 7.9. (A simple form of Lebesgue Dominated Convergence) Let { f[r]}72, be an infinite
sequence of random variables. Suppose there are finite constants f,;, and fax such that the random
variables deterministically satisfy finin < f[r] < fimax for all r € {0, 1,2, ...}. Suppose there is a
finite constant f such that:

img_oe & S0 fIrl=F (w.p.D)
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We will show that limg o0 Zf:_ol E{flr]} = f.
a) Fix € > 0. Argue that for any integer R > 0:

E{4 2850 1) = F+ePr [ £ X5 1= T +e|+ fuarPr [ 5 2550 flr1 > T+ €]
b) Argue that for any € > 0:
limpg.oo Pr [ & 255 f17] > T 4€| =0
Use this with part (a) to conclude that for all € > 0:

limgooo £ SR GE{fIF]) < f+e

Conclude that the left-hand-side in the above inequality is less than or equal to f.
¢) Make a similar argument to show lim;_, o % Zf;o] E{flrl} > f.
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CHAPTER 8

Conclusions

This text has presented a theory for optimizing time averages in stochastic networks. The tools
of Lyapunov drift and Lyapunov optimization were developed to solve these problems. Our focus
was on communication and queueing networks, including networks with wireless links and mobile
devices. The theory can be used for networks with a variety of goals and functionalities, such as
networks with:

* Network coding capabilities (see Exercise 4.12 and (188)(189)(190)).

* Dynamic data compression (see Exercise 4.14 and (191)(165)(143)).

* Multi-input, multi-output (MIMO) antenna capabilities (162)(192)(193).
* Multi-receiver diversity (154).

* Cooperative combining (194)(71).

* Hop count minimization (155).

* Economic considerations (195)(153).

Lyapunov optimization theory also has applications to a wide array of other problems, including
(but not limited to):

* Stock market trading (40)(41).
* Product assembly plants (196)(175)(197)(198).
* Energy allocation for smart grids (159).

This text has included several representative simulation results for 1-hop networks (see Chap-
ter 3). Further simulation and experimentation results for Lyapunov based algorithms in single-hop
and multi-hop networks can be found in (54)(55)(199)(200)(201)(202)(203)(154)(142)(42).

We have highlighted the simplicity of Lyapunov drift and Lyapunov optimization, empha-
sizing that it only uses techniques of (see Chapters 1 and 3): (i) Telescoping sums, (ii) Iterated
expectations, (iii) Opportunistically minimizing an expectation, (iv) Jensen’s inequality. Further, the
drift-plus-penalty algorithm of Lyapunov optimization theory is analyzed with the following simple
framework:

1. Define a Lyapunov function as the sum of squares of queue backlog.
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2. Compute a bound on the drift-plus-penalty by squaring the queueing equation. The bound
typically has the form:

A(O1)) + VE {penalty(®)|®(1)} =
N

B + VE {penalty(®)|®(t)} + Y _ 0,()E {7 (1)|© (1)}

n=1

where B is a constant that bounds second moments of the processes, O(t) =
(®1(1), ..., BOy(t)) is a general vector of (possibly virtual) queues, and £, (7) is the arrival-
minus-departure value for queue ®,,(7) on slot .

3. Design the policy to minimize the right-hand-side of the above drift-plus-penalty bound.

4. Conclude that, under this algorithm, the drift-plus-penalty is bounded by plugging any other
policy into the right-hand-side:

AO()) + VE {penalty(t)|®O()} <
N

B+ VE {penalty*)|®(t)} + > 0,()E {h}(1)|O)}

n=1

5. Plug an w-only policy a* () into the right-hand-side, one that is known to exist (although it
would be hard to compute) that satisfies all constraints and yields a greatly simplified drift-
plus-penalty expression on the right-hand-side.

Also important in this theory is the use of wirfual queues to transform time average inequality
constraints into queue stability problems, and auxi/iary variables for the case of optimizing convex
functions of time averages. The drift-plus-penalty framework was also shown to hold for optimization
of non-convex functions of time averages, and for optimization over renewal systems.

The resulting min-drift (or “max-weight”) algorithms can be very complex for general prob-
lems, particularly for wireless networks with interference. However, we have seen that low complexity
approximations can be used to provide good performance. Further, for interference networks with-
out time-variation, methods that take a longer time to find the max-weight solution (either by a
deterministic or randomized search) were seen to provide full throughput and throughput-utility op-
timality with arbitrarily low per-timeslot computation complexity, provided that we let convergence
time and/or delay increase (possibly non-polynomially) to infinity. Simple distributed Carrier Sense
Multiple Access (CSMA) implementations are often possible (and provably throughput optimal)
for these networks via the Jiang-Walrand theorem, which hints at deeper connections with Lya-
punov optimization, max-weight theory, C-additive approximations, maximum entropy solutions,
randomized algorithms, and Markov chain steady state theory.
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